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[bookmark: Thought_leaders_across_different]Thought leaders across different companies and industries have been restating Watts Humphrey’s statement, “Every business will become a software business.” He was spot on. Software is taking over the world and is challenging the status quo of existing companies. Netflix has revolutionized how we obtain and consume TV and movies, Uber has transformed the transportation industry, and Airbnb is challenging the hotel industry. A couple of years ago that would have been unthinkable, but software has allowed new companies to venture into all industries and establish new thinking and business models.
The previously mentioned companies are often referred to as “born-in-the-cloud companies,” which means that at the basis of their offerings are services running in the cloud. Those services are built in a way that companies can quickly react to market and customer demands, release updates and fixes in a short period of time, use the latest technologies, and take advantage of the improved economics provided by the cloud. Services built in a cloud native way have also allowed companies to rethink their business models and move to new ones, such as subscription-based models. Such services are often referred to as cloud native applications.
The success and popularity of cloud native applications have led many enterprises to adopt cloud native architectures, even bringing many of the concepts to on-premises applications.
At the heart of cloud native applications are containers, functions, and data. There are many books out there focusing on each of these specific technologies. Cloud native applications use all of these technologies and take advantage of and exploit all of the benefits of the cloud. We, the authors, have seen many customers struggle to piece all of those technologies together to design and develop cloud native applications, so we decided to write a book with the goal to provide the foundational knowledge that enables developers and architects alike to get started with designing cloud native applications.
This book starts by laying down the foundation for the reader to understand the basic principles of distributed computing and how they relate to cloud native applications, as well as providing a closer look at containers and functions. Further, it covers service communication patterns, resiliency, and data patterns as well as providing guidance on when to use what. The book concludes by explaining the DevOps approach, portability considerations, and a collection of best practices that we have seen to be useful in successful cloud native applications.
The book is not a step-by-step implementation guide for building cloud native applications for a specific set of requirements. After reading this book, you should have the understanding and knowledge to help design, build, and operate successful cloud native applications. Tutorials are great for working through very specific needs, but a fundamental understanding of building cloud native applications provides teams with the necessary skills to ship successful cloud native applications.
Conventions Used in This Book
The following typographical conventions are used in this book:
Italic
Indicates new terms, URLs, email addresses, filenames, and file extensions.
Constant width
Used for program listings, as well as within paragraphs to refer to program elements such as variable or function names, databases, data types, environment variables, statements, and keywords.
Constant width bold
Shows commands or other text that should be typed literally by the user.
Constant width italic
Shows text that should be replaced with user-supplied values or by values determined by context.
Tip
This element signifies a tip or suggestion.
Note
This element signifies a general note.
Warning
This element indicates a warning or caution.
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Note
For almost 40 years, O’Reilly Media has provided technology and business training, knowledge, and insight to help companies succeed.
Our unique network of experts and innovators share their knowledge and expertise through books, articles, conferences, and our online learning platform. O’Reilly’s online learning platform gives you on-demand access to live training courses, in-depth learning paths, interactive coding environments, and a vast collection of text and video from O’Reilly and 200+ other publishers. For more information, please visit http://oreilly.com.
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Please address comments and questions concerning this book to the publisher:
O’Reilly Media, Inc.
1005 Gravenstein Highway North
Sebastopol, CA 95472
800-998-9938 (in the United States or Canada)
707-829-0515 (international or local)
707-829-0104 (fax)
We have a web page for this book, where we list errata, examples, and any additional information. You can access this page at http://bit.ly/cloud-native-1e.
To comment or ask technical questions about this book, send email to bookquestions@oreilly.com.
For more information about our books, courses, conferences, and news, see our website at http://www.oreilly.com.
Find us on Facebook: http://facebook.com/oreilly
Follow us on Twitter: http://twitter.com/oreillymedia
Watch us on YouTube: http://www.youtube.com/oreillymedia
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What are cloud native applications? What makes them so appealing that the cloud native model is now considered not only for the cloud, but also for the edge? And, finally, how do you design and develop cloud native applications? These are all questions that will be answered throughout this book. But before we dive into the details on the what, why, and how, we want to provide a brief introduction to the cloud native world and some of the fundamental concepts and assumptions that are building the foundation for modern cloud native applications and environments.
[bookmark: Distributed_Systems__One_of_the]Distributed Systems
[bookmark: idm45549841542824][bookmark: idm45549841542056]One of the biggest hurdles that developers face when they build cloud native applications for the first time is that they must deal with services that are not on the same machine, and they need to deal with patterns that consider a network between the machines. Without even knowing it, they have entered the world of distributed systems. A distributed system is a system in which individual computers are connected through a network and appear as a single computer. Being able to distribute computing power across a bunch of machines is a great way to accomplish scalability, reliability, and better economics. For example, most cloud providers are using cheaper commodity hardware and solving common problems such as high availability and reliability through software-based solutions.
[bookmark: Fallacies_of_Distributed_Systems]Fallacies of Distributed Systems
[bookmark: idm45549841546104]There are couple of incorrect or unfounded assumptions most developers and architects make when they enter the world of distributed systems. Peter Deutsch, a Fellow at Sun Microsystems, was identifying fallacies of distributed computing back in 1994, at a time when nobody thought about cloud computing. Because cloud native applications are, at their core, distributed systems, these fallacies still have validity today. Following is the list of the fallacies that Deutsch described, with their meanings applied to cloud native applications:
The network is reliable
[bookmark: idm45549841538392][bookmark: idm45549841537544]Even in the cloud you cannot assume that the network is reliable. Because services are typically placed on different machines, you need to develop your software in a way that it accounts for potential network failures, which we discuss later in this book.
Latency is zero
[bookmark: idm45549841534792][bookmark: idm45549841532472]Latency and bandwidth are often confused, but it is important to understand the difference. Latency is how much time goes by until data is received, whereas bandwidth indicates how much data can be transferred in a given window of time. Because latency has a big impact on user experience and performance, you should take care to do the following:
Avoid frequent network calls and introducing chattiness to the network.
[bookmark: idm45549841535640][bookmark: idm45549841529864][bookmark: idm45549841529192][bookmark: idm45549841528488]Design your cloud native application in a way that the data is closest to your client by using caching, content delivery networks (CDNs), and multiregion deployments.
[bookmark: idm45549841524440]Use publication/subscription (pub/sub) mechanisms to be notified that there is new data and store it locally to be immediately available. Chapter 3 covers messaging patterns such as pub/sub in more detail.
There is infinite bandwidth
[bookmark: idm45549841522936][bookmark: idm45549841519544][bookmark: idm45549841520088]Nowadays, network bandwidth does not seem to be a big issue, but new technologies and areas such as edge computing open up new scenarios that demand far more bandwidth. For example, it is predicted that a self-driving car will produce around 50 terabytes (TB) of data per day. This volume of data requires you to design your cloudnative application with bandwidth usage in mind. Domain-Driven Design (DDD) and data patterns such as Command Query Responsibility Segregation (CQRS) are very useful under such bandwidth-demanding circumstances. Chapter 4 and Chapter 6 cover how to work with data in cloud native applications in more detail.
The network is secure
[bookmark: idm45549841515784]Two things are often an afterthought for developers: diagnostics and security. The assumption that networks are secure can be fatal. As a developer or architect, you need to make security a priority of your design; for example, by embracing a defense-in-depth approach.
The topology does not change
[bookmark: idm45549841513368][bookmark: idm45549841512312]Pets versus cattle is a meme that gained popularity with the advent of containers. It means that you do not treat any machine as a known entity (pet) with its own set of properties, such as static IPs and so on. Instead, you treat machines as a member of a herd that has no special attributes. This concept is very important with cloud native applications. Because cloud environments are meant to provide elasticity, machines can be added and removed based on criteria such as resource consumption or requests per second.
There is one administrator
[bookmark: idm45549841511752][bookmark: idm45549841509336]In traditional software development, it was quite common to have one person responsible for the environment, installing and upgrading the application, and so forth. Modern cloud architectures and DevOps methods have shifted the way software is built. A modern cloud native application is a composite of many services that need to work together in concert and that are developed by different teams. This makes it practically impossible for a single person to know and understand the application in its entirety, not to mention trying to fix a problem. Thus, you need to ensure that you have governance in place that makes it easy to troubleshoot issues. Throughout this book, we introduce you to important concepts such as release management, decoupling, and logging and monitoring. Chapter 5 provides a detailed look at common DevOps practices for cloud native applications.
Transport cost is zero
[bookmark: idm45549841506392]From a cloud native perspective, there are two ways to look at this one. First, transport happens over a network and network costs are not free with most cloud providers. Most cloud providers, for example, do not charge for data ingress, but do charge for data egress. The second way to look at this fallacy is that the cost for translating any payload into objects is not free. For example, serialization and deserialization are usually fairly expensive operations that you need to consider in addition to the latency of network calls.
The network is homogeneous
[bookmark: idm45549841502216]This is almost not worth listing given that pretty much every developer and architect understands that there are different protocols that they must consider when building their applications.
As mentioned before, although these fallacies were documented a long time ago, they are still a good reminder of the incorrect assumptions people make when entering the cloud native world. Throughout this book, we teach you patterns and best practices that take all of the fallacies of distributed computing into account.
[bookmark: CAP_Theorem__The_CAP_theorem_is]CAP Theorem
[bookmark: idm45549841496056][bookmark: idm45549841495448][bookmark: idm45549841500088]The CAP theorem is often mentioned in combination with distributed systems. The CAP theorem states that any networked shared-data system can have at most two of the following three desirable properties:
Consistency (C) equivalent to having a single up-to-date copy of the data
High availability (A) of that data (for updates)
Tolerance to network partitions (P)
[bookmark: idm45549841491784]The reality is that you will always have network partitions (remember, “the network is reliable” is one of the fallacies of distributed computing). That leaves you with only two choices—you can optimize either for consistency or high availability. Many NoSQL databases such as Cassandra optimize for availability, whereas SQL-based systems that adhere to the principles of ACID (atomicity, consistency, isolation, and durability) optimize for consistency.
[bookmark: The_Twelve_Factor_App__In_the_ea]The Twelve-Factor App
[bookmark: idm45549841485656][bookmark: idm45549841489400][bookmark: idm45549841484680][bookmark: idm45549841488424]In the early days of Infrastructure as a Service (IaaS) and Platform as a Service (PaaS), it quickly became obvious that the cloud required a new way of developing applications. For example, on-premises scaling was often done by scaling vertically, meaning adding more resources to a machine. Scaling in the cloud, on the other hand, is usually done horizontally, meaning adding more machines to distribute the load. This type of scaling requires stateless applications, and this is one of the factors described by the Twelve-Factor App manifesto. The Twelve-Factor App methodology can be considered the foundation for cloud native applications and was first introduced by engineers at Heroku, derived from best practices for application development in the cloud. Cloud development has evolved since the introduction of the Twelve-Factor manifesto, but the principles still apply. Following are the 12 factors and their meaning for cloud native applications:
Codebase
One codebase tracked in revision control; many deploys.
[bookmark: idm45549841481960]There is only one codebase per application, but it can be deployed into many environments such as Dev, Test, and Prod. In cloud native architecture, this translates directly into one codebase per service or function, each having its own Continuous Integration/Continuous Deployment (CI/CD) flow.
Dependencies
Explicitly declare and isolate dependencies.
[bookmark: idm45549841475272][bookmark: idm45549841474568]Declaring and isolating dependencies is an important aspect of cloud native development. Many issues arise due to missing dependencies or version mismatch of dependencies, which stem from environmental differences between the on-premises and cloud environments. In general, you should always use dependency managers for languages such as Maven or npm. Containers have drastically reduced dependency-based issues because all dependencies are packaged inside a container, and as such should be declared in the Dockerfile. Chef, Puppet, Ansible, and Terraform are great tools to manage and install system dependencies.
Configuration
Store configuration in the environment.
[bookmark: idm45549841472776]Configuration should be strictly separated from code. This allows you to easily apply configurations per environment. For example, you can have a test configuration file that stores all the connection strings and other information used in a test environment. If you want to deploy the same application to a production environment, you need only to replace the configuration. Many modern platforms support external configuration, whether it is configuration maps with Kubernetes or managed configuration services in cloud environments.
Backing Services
Treat backing services as attached resources.
[bookmark: idm45549841469304]A backing service is defined as “any service the app consumed over the network as part of its normal operation.” In the case of cloud native applications, this might be a managed caching service or a Database as a Service (DbaaS) implementation. The recommendation here is to access those services through configuration settings stored in external configuration systems, which allows loose coupling, one of the principles that is also valid for cloud native applications.
Build, Release, Run
Strictly separate build and run stages.
[bookmark: idm45549841467736]As you will see in Chapter 5 on DevOps, it is recommended to aim for fully automated build and release stages using CI/CD practices.
Processes
Execute the app in one or more stateless processes.
[bookmark: idm45549841461320][bookmark: idm45549841460520]As mentioned earlier, compute in the cloud should be stateless, meaning that data should only be saved outside the processes. This enables elasticity, which is one of the promises of cloud computing.
Data Isolation
Each service manages its own data.
[bookmark: idm45549841455496][bookmark: idm45549841454408][bookmark: idm45549841453704]This is one of the key tenets of microservices architectures, which is a common pattern in cloud native applications. Each service manages its own data, which can be accessed only through APIs, meaning that other services that are part of the application are not allowed to directly access the data of another service.
Concurrency
Scale out via the process model.
[bookmark: idm45549841447368]Improved scale and resource usage are two of the key benefits of cloud native applications, meaning that you can scale each service or function independently and horizontally; thus, you’ll achieve better resource usage.
Disposability
Maximize robustness with fast startup and graceful shutdown.
[bookmark: idm45549841449656]Containers and functions already satisfy this factor given that both provide fast startup times. One thing that is often neglected is to design for a crash or scale in scenario, meaning that the instance count of a function or a container is decreased, which is also captured in this factor.
Dev/Prod Parity
Keep development, staging, and production as similar as possible.
[bookmark: idm45549841443912][bookmark: idm45549841443272][bookmark: idm45549841445000]Containers allow you to package all of the dependencies of your service, which limits the issues with environment inconsistencies. There are scenarios that are a bit trickier, especially when you use managed services that are not available on-premises in your Dev environment. Chapter 5 looks at methods and techniques to keep your environments as consistent as possible.
Logs
Treat logs as event streams.
[bookmark: idm45549841436664][bookmark: idm45549841436152]Logging is one of the most important tasks in a distributed system. There are so many moving parts and without a good logging strategy, you would be “flying blind” when the application is not behaving as expected. The Twelve-Factor manifesto states that you should treat logs as streams, routed to external systems.
Admin Processes
Run admin and management tasks as one-off processes.
[bookmark: idm45549841435352]This basically means that you should execute administrative and management tasks as short-lived processes. Both functions and containers are great tools for that.
Throughout the book you will recognize many of these factors because they are still very relevant for cloud native applications.
[bookmark: Availability_and_Service_Level_A]Availability and Service-Level Agreements
[bookmark: idm45549841271352][bookmark: idm45549841269832][bookmark: idm45549841269224]Most of the time, cloud native applications are composite applications that use compute, such as containers and functions, but also managed cloud services such as DbaaS, caching services, and/or identity services. What is not obvious is that your compound Service-Level Agreement (SLA) will never be as high as the highest availability of an individual service. SLAs are typically measured in uptime in a year, more commonly referred to as “number of nines.” Table 1-1 shows a list of common availability percentages for cloud services and their corresponding downtimes.
	[bookmark: Table_1_1__Uptime_percentages_an]Table 1-1. Uptime percentages and service downtime
Availability %
	Downtime per year
	Downtime per month
	Downtime per week

	99%
	3.65 days
	7.20 hours
	1.68 hours

	99.9%
	8.76 hours
	43.2 minutes
	10.1 minutes

	99.99%
	52.56 minutes
	4.32 minutes
	1.01 minutes

	99.999%
	5.26 minutes
	25.9 seconds
	6.05 seconds

	99.9999%
	31.5 seconds
	2.59 seconds
	0.605 seconds


Following is an example of a compound SLA:
Service 1 (99.95%) + Service 2 (99.90%): 0.9995 × 0.9990 = 0.9985005
The compound SLA is 99.85%.
[bookmark: Summary__Many_developers_struggl]Summary
Many developers struggle when starting to develop for the cloud. In a nutshell, developers are facing three major challenges: first, they need to understand distributed systems; second, they need to understand new technologies such as containers and functions; and third, they need to understand what patterns to use when building cloud native applications. Having some familiarity with the fundamentals, such as the fallacies of distributed systems, the Twelve-Factor manifesto, and compound SLAs, will make the transition easier. This chapter introduced some of the fundamental concepts of cloud native, which enables you to better understand some of the architectural considerations and patterns discussed throughout the book.
[bookmark: Chapter_2__Fundamentals___As_dis][bookmark: Chapter_2__Fundamentals___As_dis_1][bookmark: Top_of_ch02_html][bookmark: Chapter_2__Fundamentals___As_dis_2]Chapter 2. Fundamentals
[bookmark: idm45549841241224]As discussed in Chapter 1, cloud native applications are applications that are distributed in nature and utilize cloud infrastructure. There are many technologies and tools that are being used to implement cloud native applications, but from a compute perspective, it is mainly functions and containers. From an architectural perspective, microservices architectures have gained a lot of popularity. More often than not, those terms are mistakenly used, and often believed to be one and the same. In reality, functions and containers are different technologies, each serving a particular purpose, whereas microservices describes an architectural style. That said, understanding how to best use functions and containers, along with eventing or messaging technologies, allows developers to design, develop, and operate a new generation of cloud native microservices-based applications in the most efficient and agile way. To make the correct architectural decisions to design those types of applications, it is important to understand the basics of the underlying terms and technologies. This chapter explains important technologies used with cloud native applications and concludes by providing an overview of the microservices architectural style.
[bookmark: Containers__Initially__container]Containers
[bookmark: idm45549841237400]Initially, containers were brought into the spotlight by startups and born-in-the-cloud companies, but over the past couple of years, containers have become synonymous with application modernization. Today there are very few companies that are not using containers or at least considering using containers in the future, which means that architects and developers alike need to understand what containers offer and what they don’t offer.
[bookmark: idm45549841234392][bookmark: idm45549841233496][bookmark: idm45549841229208][bookmark: idm45549841236216]When people talk about containers today, they refer to “Docker containers” most of the time, because it’s Docker that has really made containers popular. However, in the Linux operating system (OS) world, containers date back more than 10 years. The initial idea of containers was to slice up an OS so that you can securely run multiple applications without them interfering with one another. The required isolation is accomplished through namespaces and control groups, which are Linux kernel features. Namespaces allow the different components of the OS to be sliced up and thus create isolated workspaces. Control groups then allow fine-grained control of resource utilization, effectively stopping one container from consuming all system resources.
Because the interaction with kernel features was not exactly what we would call developer friendly, Linux containers (LXC) were introduced to abstract away some of the complexity of composing the various technology underpinnings of what is now commonly call a “container.” Eventually it was Docker that made containers mainstream by introducing a developer-friendly packaging of the kernel features. Docker defines containers as a “standardized unit of software.” The “unit of software”—or, more accurately, the service or application running within a container—has full, private access to their own isolated view of OS constructs. In other words, you can view containers as encapsulated, individually deployable components running as isolated instances on the same kernel with virtualization happening on the OS level.
[bookmark: Figure_2_1__VMs_and_containers_o][image: clna 0201] 
Figure 2-1. VMs and containers on a single host
[bookmark: idm45549841235528][bookmark: idm45549841217368][bookmark: idm45549841218424][bookmark: idm45549841223672]In addition, containers use the copy-on-write filesystem strategy, which allows multiple containers to share the same data, and the OS provides a copy of the data to the container that needs to modify or write data. This allows containers to be very lightweight in terms of memory and disk space usage, resulting in faster startup times, which is one of the great benefits of using containers. Other benefits are deterministic deployments, allowing portability between environments, isolation, and higher density. For modern cloud native applications, container images have become the unit of deployment encapsulating the application or service code, its runtime, dependencies, system libraries, and so on. Due to their fast startup times, containers are an ideal technology for scale-out scenarios, which are very common in cloud native applications. Figure 2-1 shows the difference between virtual machines (VMs) and containers on a single host.
[bookmark: Container_Isolation_Levels__Beca]Container Isolation Levels
[bookmark: idm45549841221992][bookmark: idm45549841215528][bookmark: idm45549841215016]Because containers are based on OS virtualization, they share the same kernel when running on the same host. Although this is sufficient enough isolation for most scenarios, it falls short of the isolation level that hardware-based virtualization options such as VMs provide. Following are some of the downsides of using VMs as the foundation of cloud native applications:
VMs can take a considerable amount of time to start because they boot a full OS.
The size of the VM can be an issue. A VM contains an entire OS, which can easily be several gigabytes in size. Copying this image across a network—for example, if they are kept in a central image repository—will take a lot of time.
Scaling of VMs has its challenges. Scaling up (adding more resources) requires a new, larger VM (more CPU, memory, storage, etc.) to be provisioned and booted. Scaling out might not be fast enough to respond to demand; it takes time for new instances to start.
VMs have more overhead and use considerably more resources such as memory, CPU, and disk. This limits the density, or number of VMs that can run on a single host machine.
[bookmark: idm45549841208600][bookmark: idm45549841207880][bookmark: idm45549841207112]The most common scenarios that demand high isolation on a hardware virtualization level are hostile multitenant scenarios in which you typically need to protect against malicious escape and breakout attempts into other targets on the same host or on the shared infrastructure. Cloud providers have been using technologies internally that provide VM-level isolation while maintaining the expected speed and efficiency of containers. These technologies are known as Hyper-V containers, sandboxed containers, or MicroVMs. Here are the most popular MicroVM technologies (in nonspecific order):
Nabla containers
[bookmark: idm45549841199064][bookmark: idm45549841199912]These enable better isolation by taking advantage of unikernel techniques, specifically those from the Solo5 project, to limit system calls from the container to host kernel. The Nabla container runtime (runc) is an Open Container Initiative (OCI)-compliant runtime. OCI will be explained in a bit more detail later in this chapter.
Google’s gVisor
[bookmark: idm45549841195112]This is a container runtime and user space kernel written in Go. The new kernel is a “user space” process that addresses the container’s system call needs, preventing direct interaction with the host OS. The gVisor runtime (runSC) is an OCI-compliant runtime, and it supports Kubernetes orchestration as well.
Microsoft’s Hyper-V containers
[bookmark: idm45549841191672][bookmark: idm45549841191064][bookmark: idm45549841187080]Microsoft’s Hyper-V containers were introduced a couple of years ago and are based on VM Worker Process (vmwp.exe). Those containers provide full VM-level isolation and are OCI compliant. As for running Hyper-V containers in Kubernetes in production, you will want to wait for general availability of Kubernetes on Windows.
Kata containers
[bookmark: idm45549841186568]Kata containers are a combination of Hyper.sh and Intel’s clear containers and provide classic hardware-assisted virtualization. Kata containers are compatible with the OCI specification for Docker containers and CRI for Kubernetes.
Amazon’s Firecracker
[bookmark: idm45549841185160][bookmark: idm45549841184776][bookmark: idm45549841184264][bookmark: idm45549841182888]Firecracker is powering Amazon’s Lambda infrastructure and has been open sourced under the Apache 2.0 license. Firecracker is a user-mode VM solution that sits on top of the KVM API and is designed to run modern Linux kernels. The goal of Firecracker is to provide support for running Linux containers in a hypervisor-isolated fashion similar to other more isolated container technologies such as Kata containers. Note that, as of this writing, you are not able to use Firecracker with Kubernetes, Docker, or Kata containers.
Figure 2-2 provides an overview of the isolation levels of the these technologies.
[bookmark: Figure_2_2__Isolation_levels_for][image: clna 0202] 
Figure 2-2. Isolation levels for VMs, containers, and processes
[bookmark: Container_Orchestration__To_mana]Container Orchestration
[bookmark: idm45549841172936][bookmark: idm45549841172424]To manage the life cycle of containers at scale, you need to use a container orchestrator. The tasks of a container orchestrator are the following:
The provisioning and deployment of containers onto the cluster nodes
[bookmark: idm45549841170280]Resource management of containers, meaning placing containers on nodes that provide sufficient resources or moving containers to other nodes if the resource limits of a node is reached
Health monitoring of the containers and the nodes to initiaing restarted and rescheduling in case of failures on a container or node level
Scaling in or out containers within a cluster
Providing mappings for containers to connect to networking
Internal load balancing between containers
There are multiple container orchestrators available, but there is no doubt that Kubernetes is by far the most popular choice for cluster management and the scheduling of container-centric workloads in a cluster.
[bookmark: Kubernetes_Overview__Kubernetes]Kubernetes Overview
[bookmark: idm45549841160344][bookmark: idm45549841162440][bookmark: idm45549841161528]Kubernetes (often abbreviated as k8s) is an open source project for running and managing containers. Google open sourced the project in 2014, and Kubernetes is often viewed as a container platform, microservices platform, and/or a cloud portability layer. All of the major cloud vendors have a managed Kubernetes offering today.
[bookmark: idm45549841157608][bookmark: idm45549841155544][bookmark: idm45549841158152][bookmark: idm45549841154296][bookmark: idm45549841153352]A Kubernetes cluster runs multiple components that can be grouped in one of three categories: master components, node components, or addons. Master components provide the cluster control plane. These components are responsible for making cluster-wide decisions like scheduling tasks in the cluster or responding to events, such as starting new tasks if one fails or does not meet the desired number of replicas. The master components can run on any node in the cluster, but are commonly deployed to dedicated master nodes. Managed Kubernetes offerings from cloud providers will handle the management of the control plane, including on-demand upgrades and patches.
Kubernetes master components include the following:
kube-apiserver
[bookmark: idm45549841148680]Exposes the Kubernetes API and is the frontend for the Kubernetes control plane
etcd
[bookmark: idm45549841149368]A key/value store used for all cluster data
kube-scheduler
[bookmark: idm45549841145304]Monitors newly created pods (a Kubernetes-specific management wrapper around containers, which we explain in more detail later in this chapter) that are not assigned to a node and finds an available node
kube-controller-manager
[bookmark: idm45549841143640]Manages a number of controllers that are responsible for responding to nodes that go down or maintaining the correct number of replicas
cloud-controller-manager
[bookmark: idm45549841139464]Run controllers that interact with the underlying cloud providers
[bookmark: idm45549841142776]Node components run on every node in the cluster, which is also referred to as the data plane, and are responsible for maintaining running pods and the environment for the node to which they are deployed.
Kubernetes node components include the following:
kubelet
[bookmark: idm45549841135976]An agent that runs on each node in the cluster and is responsible for running containers in pods based on their pod specification
kube-proxy
[bookmark: idm45549841133928]Maintains network rules on the nodes and performs connection forwarding
container runtime
[bookmark: idm45549841130936]The software responsible for running containers (see “Kubernetes and Containers”)
Figure 2-3 shows the Kubernetes master and worker node components.
[bookmark: Figure_2_3__Kubernetes_master_an][image: clna 0203] 
Figure 2-3. Kubernetes master and worker node components
Kubernetes is commonly deployed with addons that are managed by the master and worker node components. These addons will include services like Domain Name System (DNS) and a management user interface (UI).
A deep dive into Kubernetes is beyond the scope of this book. There are, however, some fundamental concepts that are important for you to understand:
Pods
[bookmark: idm45549841121816][bookmark: idm45549841121032]A pod is basically a management wrapper around one or multiple containers, storage resources, or a unique network IP, that governs the container life cycle. Although Kubernetes supports multiple containers per pod, most of the time there is only one application container per pod. That said, the pattern of sidecar containers, which extends or enhances the functionality of the application container, is very popular. Service meshes like Istio rely heavily on sidecars, as you can see in Chapter 3.
Services
[bookmark: idm45549841116664]A Kubernetes service provides a steady endpoint to a grouping of pods that are running on the cluster. Kubernetes uses label selectors to identify which pods are targeted by a service.
ReplicaSets
[bookmark: idm45549841114472]The easiest way to think about ReplicaSets is to think about service instances. You basically define how many replicas of a pod you need, and Kubernetes makes sure that you have that number of replicas running at any given time.
Deployments
[bookmark: idm45549841115928]The Kubernetes Deployment documentation states that you “describe a desired state in a Deployment object, and the Deployment controller changes the actual state to the desired state at a controlled rate.” In other words, you should use Deployments for rolling out and monitoring ReplicaSets, scaling ReplicaSets, updating pods, rolling back to earlier Deployments versions, and cleaning up older ReplicaSets.
Figure 2-4 provides a logical view of the fundamental Kubernetes concepts and how they interact with one another.
[bookmark: Figure_2_4__Fundamental_Kubernet][image: clna 0204] 
Figure 2-4. Fundamental Kubernetes concepts
[bookmark: Kubernetes_and_Containers__Kuber]Kubernetes and Containers
[bookmark: idm45549841107304][bookmark: ix_cntrKube][bookmark: ix_Kubectr][bookmark: idm45549841097816][bookmark: idm45549841090792][bookmark: idm45549841095496]Kubernetes is simply the orchestration platform for containers, so it needs a container runtime to manage the container life cycle. The Docker runtime was supported from day one in Kubernetes, but it isn’t the only container runtime available on the market. As a consequence, the Kubernetes community has pushed for a generic way to integrate container runtimes into Kubernetes. Interfaces have proven to be a good software pattern for providing contracts between two systems, so the community created the Container Runtime Interface (CRI). The CRI avoids “hardcoding” specific runtime requirements into the Kubernetes codebase, with the consequence of always needing to update the Kubernetes codebase when there are changes to a container runtime. Instead, the CRI describes the functions that need to be implemented by a container runtime to be CRI compliant. The functions that the CRI describes handle the life cycle of container pods (start, stop, pause, kill, delete), container image management (e.g., download images from a registry), and some helper functions around observability, such as log and metric collections and networking. Figure 2-5 shows high-level CRI example architectures for Docker and Kata containers.
[bookmark: Figure_2_5__Docker_versus_Kata_c][image: clna 0205] 
Figure 2-5. Docker versus Kata container on Kubernetes
The following list provides other container-related technologies that might be useful:
OCI
[bookmark: idm45549841089592]The OCI is a Linux Foundation project that aims to design open standards for container images and runtimes. Many container technologies implement an OCI-compliant runtime and image specification.
containerd
[bookmark: idm45549841089240]containerd is an industry-standard container runtime used by Docker and Kubernetes CRI, just to name the most popular ones. It is available as a daemon for Linux and Windows, which can manage the complete container life cycle of its host system, including container image management, container execution, low-level storage, and network attachments.
Moby
[bookmark: idm45549841099000][bookmark: idm45549841087688][bookmark: idm45549841086584]Moby is a set of open source tools created by Docker to enable and accelerate software containerization. The toolkit includes container build tools, a container registry, orchestration tools, a runtime, and more, and you can use these as building blocks in conjunction with other tools and projects. Moby is using containerd as the default container runtime.
[bookmark: Serverless_Computing__Serverless]Serverless Computing
[bookmark: idm45549841082920]Serverless computing means that scale and the underlying infrastructure is managed by the cloud provider; that is, your application automatically drives the allocation and deallocation of resources, and you do not need to worry about managing the underlying infrastructure at all. All management and operations are abstracted away from the user and managed by cloud providers such as Microsoft Azure, Amazon Web Services (AWS), and Google Cloud Platform (GCP). From a developer perspective, serverless often adds an event-driven programming model, and from an economic perspective, you pay only per execution (CPU time consumed).
[bookmark: idm45549841079832][bookmark: idm45549841078904][bookmark: idm45549841076744][bookmark: idm45549841081416][bookmark: idm45549841076072]Many people think Function as a Service (FaaS) is serverless. This is technically true, but FaaS is only one variation of serverless computing. Microsoft Azure’s Container Instances (ACI) and Azure SF Mesh, as well as AWS Fargate and GCP’s Serverless Containers on Cloud Functions, are good examples. ACI and AWS Fargate are serverless container offerings also known as Container as a Service (CaaS), which allow you to deploy containerized applications without needing to know about the underlying infrastructure. Other examples of serverless offerings are API management and machine learning services—basically, any service that lets you consume functionality without managing the underlying infrastructure and a pay-only-for-what-you-use model qualifies as serverless offering.
[bookmark: Functions__When_talking_about_fu]Functions
[bookmark: idm45549841070136][bookmark: idm45549841069192][bookmark: idm45549841071928][bookmark: idm45549841070952]When talking about functions, people typically talk about FaaS offerings such as AWS Lambda, Azure Functions, and Google Cloud Functions, which are implemented on serverless infrastructure. The advantages of serverless computing—fast startup and execution time, plus the simplification of their applications—makes FaaS offerings very compelling to developers because it allows them to focus solely on writing code.
[bookmark: idm45549841064664][bookmark: idm45549841063160][bookmark: idm45549841061752][bookmark: idm45549841060680][bookmark: idm45549841059736]From a development perspective, a function is the unit of work, which means that your code has a start and a finish. Functions are usually triggered by events that are emitted by either other functions or platform services. For example, a function can be triggered by adding an entry to a database service or eventing service. There are quite a few things to consider when you want to build a large, complex application just with functions. You will need to manage more independent code, you will need to ensure state is being taken care of, and you will need to implement patterns if functions must depend on one another, just to name a few. Containerized microservices share a lot of the same patterns, so there have been quite a few discussions around when to use FaaS or a container. Table 2-1 provides some high-level guidance between FaaS and containers, and Chapter 3 covers the trade-offs in more detail.
	[bookmark: Table_2_1__Comparison_of_FaaS_an]Table 2-1. Comparison of FaaS and containerized services
FaaS
	Containerized service

	Does one thing
	Does more than one thing

	Can’t deploy dependencies
	Can deploy dependencies

	Must respond to one kind of event
	Can respond to more than one kind of event


[bookmark: idm45549841050744]There are two scenarios in which using FaaS offerings might not be ideal, although it offers the best economics. First, you want to avoid vendor lock-in. Because you need to develop your function specific to the FaaS offering and consume higher-level cloud services from a provider, your entire application becomes less portable. Second, you want to run functions on-premises or your own clusters. There are a bunch of FaaS runtimes that are available as open source runtimes and that you can run on any Kubernetes cluster. Kubeless, OpenFaaS, Serverless, and Apache OpenWhisk are among the most popular installable FaaS platforms, with Azure Functions gaining more popularity since it has been open sourced. Installable FaaS platforms are typically deployed through containers and allow the developer to simply deploy small bits of code (functions) without needing to worry about the underlying infrastructure. Many installable FaaS frameworks use Kubernetes resources for routing, autoscaling, and monitoring.
A critical aspect of any FaaS implementation, no matter whether it runs on a cloud provider’s serverless infrastructure or is installed on your own clusters, is the startup time. In general, you expect functions to execute very quickly after they have been triggered, which implies that their underlying technology needs to provide very fast boot-up times. As previously discussed, containers provide good startup times, but do not necessarily offer the best isolation.
[bookmark: From_VMs_to_Cloud_Native__To_und]From VMs to Cloud Native
[bookmark: ix_clnaVMs][bookmark: ix_VMstoclna][bookmark: idm45549841044808][bookmark: idm45549841040328]To understand how we ended up with the next generation of cloud native applications, it is worth looking at how applications evolve from running on VMs to functions. Describing the journey should give you a good idea of how the IT industry is changing to put developer productivity into focus and how you can take advantage of all the new technologies. There are really two different paths to the cloud native world. The first one is mainly used for brownfield scenarios, which means that you have an existing application, and typically follows a lift-and-shift, application modernization, and eventually an application optimization process. The second one is a greenfield scenario in which you start your application from scratch.
[bookmark: Lift_and_Shift__Installing_softw]Lift-and-Shift
[bookmark: idm45549841041768][bookmark: idm45549841037704][bookmark: idm45549841036488][bookmark: idm45549841032024]Installing software directly on machines in the cloud is still the very first step for many customers to move to the cloud. The benefits are mainly in the capital and operational expense areas given that customers do not need to operate their own datacenters or can at least reduce operations and, therefore, the costs. From a technical perspective, lift-and-shift into Infrastructure as a Service (IaaS) gives you the most control over the entire stack. With control comes responsibility, and installing software directly on machines often resulted in errors caused by missing dependencies, runtime versioning conflicts, resource contention, and isolation. The next logical step is to move applications into a Platform as a Service (PaaS) environment. PaaS existed long before containers became popular; for example, Azure Cloud Services dates back to 2010. In most past PaaS environments, access to the underlying VMs is restricted or in some cases prohibited so that moving to the cloud requires some rewriting of the applications. The benefit for developers is not to worry about the underlying infrastructure anymore. Operational tasks such as patching the OS were handled by the cloud providers, but some of the problems, like missing dependencies, remained. Because many PaaS services were based on VMs, scaling in burst scenarios was still a challenge due to the downsides of VMs, which we discussed previously, and for economic reasons.
[bookmark: Application_Modernization__Besid]Application Modernization
[bookmark: idm45549841028696][bookmark: idm45549841035224][bookmark: idm45549841034392][bookmark: idm45549841027416][bookmark: idm45549841019992]Besides offering super-fast startup times, containers drastically removed the issues of missing dependencies, because everything an application needed is packaged inside a container. It didn’t take long for developers to begin to love the concept of containers as a packaging format, and now pretty much every new application is using containers, and more and more monolithic legacy applications are being containerized. Many customers see the containerization of an existing application as an opportunity to also move to a more suitable architecture for cloud native environments. Microservices is the obvious choice, but as you will see later in the chapter, moving to such an architecture comes with some disadvantages. There are a few very obvious reasons, though, why you want to break up your monolith:
Time to deployment is faster.
Certain components need to update more frequently than others.
Certain components need different scale requirements.
Certain components should be developed in a different technology.
The codebase has gotten too big and complex.
Although the methodology to break up a monolith goes beyond the scope of this book, it is worth mentioning the two major patterns to move from a monolithic application to microservices.
Strangler pattern
[bookmark: idm45549841015128]With the Strangler pattern, you strangle the monolithic application. New services or existing components are implemented as microservices. A facade or gateway routes user requests to the correct application. Over time, more and more features are moved to the new architecture until the monolithic application has been entirely transformed into a microservices application.
Anticorruption Layer pattern
[bookmark: idm45549841013272]This is similar to the Strangler pattern but is used when new services need to access the legacy application. The layer then translates the concepts from existing app to new, and vice versa.
We describe both patterns in more detail in Chapter 6.
With applications being packaged in container images, orchestrators began to play a more important role. Even though there were several choices in the beginning, Kubernetes has become the most popular choice today; in fact, it is considered the new cloud OS. Orchestrators, however, added another variable to the equation insomuch as development and operations teams needed to understand them. The management part of the environment has become better, as pretty much every cloud vendor now offers “orchestrators” as a service. As with any cloud provider, “managed” Kubernetes means that the setup and runtime part of the Kubernetes service is managed. From an economical point of view, users are typically being charged for compute hours, which means that you pay as long as the nodes of the cluster are up and running even though the application might be sitting idle or utilizing low resources.
[bookmark: idm45549841011768]From a developer perspective, you still need to understand how Kubernetes works if you want to build microservices applications on top of it given that Kubernetes does not offer any PaaS or CaaS features out of the box.
For example, a Kubernetes service does not really represent the service code within a container, it just provides an endpoint to it, so that the code within the container can always be accessed through the same endpoint. In addition to needing to understand Kubernetes, developers are also being introduced to distributed systems patterns to handle resiliency, diagnostics, and routing, just to name a few.
[bookmark: idm45549841005480][bookmark: idm45549841008168][bookmark: idm45549841007560]Service meshes such as Istio or Linkerd are gaining popularity because they are moving some of the distributed systems complexity into the platform layer. Chapter 3 covers service meshes in great detail, but for now you can think of a service mesh as being a dedicated networking infrastructure layer that handles the service-to-service communication. Among other things, service meshes enable resiliency features such as retries and circuit breakers, distributed tracing, and routing.
[bookmark: idm45549841000648][bookmark: idm45549841003928][bookmark: idm45549841002824][bookmark: idm45549841000168][bookmark: idm45549841001880]The next step of application evolution is to use serverless infrastructure for containerized workloads, aka CaaS offerings such as Azure Container Instances or AWS Fargate. Microsoft Azure has done a great job to meld the world of its managed Kubernetes Service (AKS) with its CaaS offering, ACI, by using virtual nodes. Virtual nodes is based on Microsoft’s open source project called Virtual Kubelet, which allows any compute resource to act as a Kubernetes node and use the Kubernetes control plane. In the case of AKS virtual nodes, you are able to schedule your application on AKS and burst into ACI without needing to set up additional nodes in case your cluster cannot offer any more resources in a scale-out scenario. Figure 2-6 shows how an existing monolithic application (Legacy App) is broken down into smaller microservices (Feature 3). The legacy application and the new microservice (Feature 3) are on a service mesh on Kubernetes. In this case Feature 3 has independent scale needs and can be scaled out into a CaaS offering using Virtual Kubelet.
[bookmark: Figure_2_6__Modernized_applicati][image: clna 0206] 
Figure 2-6. Modernized application with Feature 3 being scaled out into CaaS using Virtual Kubelet
[bookmark: Application_Optimization__The_ne]Application Optimization
[bookmark: idm45549840999000][bookmark: idm45549840990984][bookmark: idm45549840989224][bookmark: idm45549840982392][bookmark: idm45549840981192]The next step is to improve the application in terms not only of further cost optimization, but also of code optimization. Functions really excel in short-lived compute scenarios, such as updating records, sending emails, transforming messages, and so on. To take advantage of functions, you can identify short-lived compute functionality in your service codebase and implement it using functions. A good example is an order service in which the containerized microservice does all the Create, Read, Update, and Delete (CRUD) operations, and a function sends the notification of a successfully placed order. To trigger the function, eventing or messaging systems are being used. Eventually, you could decide to build the entire order service using functions, with each function executing one of the CRUD operations.
[bookmark: Microservices__Microservices_is]Microservices
[bookmark: ix_mcroser]Microservices is a term commonly used to refer to a microservices architecture style, or the individual services in a microservices architecture. A microservices architecture is a service-oriented architecture in which applications are decomposed into small, loosely coupled services by area of functionality. It’s important that services remain relatively small, are loosely coupled, and are decomposed around business capability.
Microservices architectures are often compared and contrasted with monolithic architectures. Instead of managing a single codebase, a shared datastore, and data structure, as in a monolith, in a microservices architecture an application is composed of smaller codebases, created and managed by independent teams. Each service is owned and operated by a small team, with all elements of the service contributing to a single well-defined task. Services run in separate processes and communicate through APIs that are either synchronous or asynchronous message based.
Each service can be viewed as its very own application with an independent team, tests, builds, data, and deployments. Figure 2-7 shows the concept of a microservices architecture, using the Inventory service as an example.
[bookmark: Figure_2_7__Inventory_service_in][image: clna 0207] 
Figure 2-7. Inventory service in a microservices architecture
[bookmark: Benefits_of_a_Microservices_Arch]Benefits of a Microservices Architecture
[bookmark: idm45549840974936]A properly implemented microservices architecture will increase the release velocity of large applications, enabling businesses to deliver value to customers faster and more reliably.
[bookmark: Agility__Fast__reliable_deployme]Agility
[bookmark: idm45549840969656][bookmark: idm45549840968680]Fast, reliable deployments can be challenging with large, monolithic applications. A deployment of a small change to a module in one feature area can be held up by a change to another feature. As an application grows, testing of the application will increase and it can take a considerable amount of time to deliver new value to stakeholders. A change to one feature will require the entire application to be redeployed and rolled forward or back if there is an issue with that change. By decomposing an application into smaller services, the time needed to verify and release changes can be reduced and deployed more reliably.
[bookmark: Continuous_innovation__Companies]Continuous innovation
[bookmark: idm45549840965240][bookmark: idm45549840964568]Companies need to move increasingly faster in order to remain relevant today. This requires organizations to be agile and capable of quickly adapting to fast-changing market conditions. Companies can no longer wait years or months to deliver new value to customers: they must often deliver new value daily. A microservices architecture can make it easier to deliver value to stakeholders in a reliable way. Small independent teams are able to release features and perform A/B testing to improve conversions or user experience during even the busiest times.
[bookmark: Evolutionary_design__With_a_larg]Evolutionary design
[bookmark: idm45549840964024][bookmark: idm45549840962776]With a large monolithic application, it can be very difficult to adopt new technologies or techniques because this will often require that the entire application be rewritten or care needs to be taken to ensure that some new dependency can run side-by-side with a previous one. Loose coupling and high functional cohesion is important to a system design that is able to evolve through changing technologies. By decomposing an application by features into small, loosely coupled services, it can be much easier to change individual services without affecting the entire application. Different languages, frameworks, and libraries can be used across the different services if needed to support the business.
[bookmark: Small__focused_teams__Structurin]Small, focused teams
[bookmark: idm45549840956488][bookmark: idm45549840955816]Structuring engineering teams at scale and keeping them focused and productive can be challenging. Making people responsible for designing, running, and operating what they build can also be challenging if what you are building is heavily intertwined with what everyone else is building. It can sometimes take new team members days, weeks, or even months to get up to speed and begin contributing because they are burdened with understanding aspects of a system that are unrelated to their area of focus. By decomposing an application into smaller services, small agile teams are able to focus on a smaller concern and move quickly. It can be much easier for a new member joining because they need to be concerned with only a smaller service. Team members can more easily operate and take accountability for the services they build.
[bookmark: Fault_isolation__In_a_monolithic]Fault isolation
[bookmark: idm45549840951976][bookmark: idm45549840951096]In a monolithic application, a single library or module can cause problems for the entire application. A memory leak in one module not only can affect the stability and performance of the entire application, but can often be difficult to isolate and identify. By decomposing features of the application into independent services, teams can isolate a defect in one service to that service.
[bookmark: Improved_scale_and_resource_usag]Improved scale and resource usage
[bookmark: idm45549840943592][bookmark: idm45549840942456][bookmark: idm45549840941464]Applications are generally scaled up or out. They are scaled up by increasing the size or type of machine, and scaled out by increasing the number of instances deployed and routing users across these instances. Different features of an application will sometimes have different resource requirements; for example, memory, CPU, disk, and so on. Application features will often have different scale requirements. Some features might easily scale out with very few resources required for each instance, whereas other features might require large amounts of memory with limited ability to scale out. By decoupling these features into independent services, teams can configure the services to run in environments that best meet the services, individual resource and scale requirements.
[bookmark: Improved_observability__In_a_mon]Improved observability
[bookmark: idm45549840940392][bookmark: idm45549840948216]In a monolithic application it can be difficult to measure and observe the individual components of an application without careful and detailed instrumentation throughout the application. By decomposing features of an application into separate services, teams can use tools to gain deeper insights into the behavior of the individual features and interactions with other features. System metrics such as process utilization and memory usage can now easily be tied back to the feature team because it’s running in a separate process or container.
[bookmark: Challenges_with_a_Microservices]Challenges with a Microservices Architecture
[bookmark: idm45549840933976]Despite all the benefits of a microservices architecture, there are trade-offs, and a microservices architecture does have its own set of challenges. Tooling and technologies have begun to address some of these challenges, but many of them still remain. A microservices architecture might not be the best choice for all applications today, but we can still apply many of the concepts and practices to other architectures. The best approach often lies somewhere in between.
[bookmark: Complexity__Distributed_systems]Complexity
[bookmark: idm45549840932280][bookmark: idm45549840930104][bookmark: idm45549840937368][bookmark: idm45549840936392]Distributed systems are inherently complex. As we decompose the application into individual services, network calls are necessary for the individual services to communicate. Networks calls add latency and experience transient failures, and the operations can run on different machines with a different clock, each having a slightly different sense of the current time. We cannot assume that the network is reliable, latency is zero, bandwidth is infinite, the network is secure, the topology will not change, there is one administrator, transport costs are zero, and that the network is homogenous. Many developers are not familiar with distributed systems and often make false assumptions when entering that world. The Fallacies of Distributed Computing, as discussed in Chapter 1, is a set of assertions describing those false assumptions commonly made by developers. They were first documented by L. Peter Deutsch and other Sun Microsystems engineers and are covered in numerous blog articles. Chapter 6 provides more information about best practices, tools, and techniques for dealing with the complexities of distributed systems.
[bookmark: Data_integrity_and_consistency]Data integrity and consistency
[bookmark: idm45549840927336][bookmark: idm45549840926696][bookmark: idm45549840926312]Decentralized data means that data will often exist in multiple places with relationships spanning different systems. Performing transactions across these systems can be difficult, and we need to employ a different approach to data management. One service might have a relationship to data in another service; for example, an order service might have a reference to a customer in an account service. Data might have been copied from the account service in order to satisfy some performance requirements. If the customer is removed or disabled, it can be important that the order service is updated to indicate this status. Dealing with data will require a different approach. Chapter 4 covers patterns for dealing with this.
[bookmark: Performance__Networking_requests]Performance
[bookmark: idm45549840912312][bookmark: idm45549840911464][bookmark: idm45549840919128]Networking requests and data serialization add overhead. In a microservices-based architecture the number of network requests will increase. Remember, components are libraries that are no longer making direct calls; this is happening over a network. A call to one service can result in a call to another dependent service. It might take a number of requests to multiple services in order to satisfy the original request. We can implement some patterns and best practices to mitigate potential performance overhead in a microservices architecture, which we look at in Chapter 6.
[bookmark: Development_and_testing__Develop]Development and testing
[bookmark: idm45549840907672][bookmark: idm45549840907896][bookmark: idm45549840906504][bookmark: idm45549840905064]Development can be a bit more challenging because the tools and practices used today don’t work with a microservices architecture. Given the velocity of change and the fact that there are many more external dependencies, it can be challenging to run a complete test suite on versions of the dependent services that will be running in production. We can implement a different approach to testing to address these challenges, and a proper Continuous Integration/Continuous Deployment (CI/CD) pipeline will be necessary. Development tooling and test strategies have evolved over the years to better accommodate a microservices architecture. Chapter 5 covers many of the tools, techniques, and best practices.
[bookmark: Versioning_and_integration__Chan]Versioning and integration
[bookmark: idm45549840915992][bookmark: idm45549840903336][bookmark: idm45549840902376][bookmark: idm45549840900440]Changing an interface in a monolithic application can require some refactoring, but the changes are often built, tested, and deployed as a single cohesive unit. In a microservices architecture service, dependencies are changing and evolving independently of the consumers. Careful attention to forward and backward compatibility is necessary when dealing with service versioning. In addition to maintaining forward and backward compatibility with service changes, it might be possible to deploy an entirely new version of the service, running it side-by-side with the previous version for some period of time. Chapter 5 explores service versioning and integration strategies.
[bookmark: Monitoring_and_logging__Many_org]Monitoring and logging
[bookmark: idm45549840895528][bookmark: idm45549840894232][bookmark: idm45549840897384]Many organizations struggle with monitoring and logging of monolithic applications, even when they are using a common shared logging library. Inconsistencies in naming, data types, and values make it difficult to correlate relevant log events. In a microservices architecture, when relevant events span multiple services—all potentially using different logging implementations—correlating these events can be even more challenging. Planning and early attention to the importance of logging and monitoring can help address much of this, which we examine in Chapter 5.
[bookmark: Service_dependency_management__W]Service dependency management
[bookmark: idm45549840890744][bookmark: idm45549840890232]With a monolithic application, dependencies on libraries are generally compiled into a single package and tested. In a microservices architecture, service dependencies are managed differently, requiring environment-specific routing and discovery. Service discovery and routing tools and technologies have come a long way in addressing these challenges. Chapter 3 looks at these in depth.
[bookmark: Availability__Although_a_microse]Availability
[bookmark: idm45549840886520][bookmark: idm45549840887224][bookmark: idm45549840880152]Although a microservices architecture can help isolate faults to individual services, if other services or the application as a whole is unable to function without that service, the application will be unavailable. As the number of services increases, the chance that one of those services experiences a failure also increases. Services will need to implement resilient design patterns, or some functionality downgraded in the event of a service outage. Chapter 6 covers patterns and best practices for building highly available applications and provides more detail on the specific challenges.
[bookmark: Summary__Every_application__whet]Summary
Every application, whether cloud native or traditional, needs infrastructure on which to be hosted, technology that addresses pain points with development and deployment, and an architectural style that helps with achieving the business objectives, such as time to market. The goal of this chapter was to provide the basic knowledge for cloud native applications. By now you should understand that there are various container technologies with different isolation levels, how functions relate to containers, and that serverless infrastructure does not always need to be FaaS. Further, you should have a basic understanding of microservices architectures and of how you can migrate and modernize an existing application to be a cloud native application.
The upcoming chapters build on this knowledge and go deep into how to design, develop, and operate cloud native applications.
[bookmark: Chapter_3__Designing_Cloud_Nativ_2][bookmark: Chapter_3__Designing_Cloud_Nativ_1][bookmark: Top_of_ch03_html][bookmark: Chapter_3__Designing_Cloud_Nativ]Chapter 3. Designing Cloud Native Applications
Application architectures are a result of unique business requirements, which makes it difficult to come up with an architectural blueprint that is generally applicable. Cloud native applications are no exception to that. A good way to approach designing cloud native applications is to consider five key areas when starting with the initial design: operational excellence, security, reliability, scalability, and cost. From an actual implementation perspective there are certain building blocks, patterns, and technologies that are proven to be very useful in solving specific problems. Besides discussing these five key areas, this chapter also covers the most common architectural building blocks.
The goal of this chapter is to equip you with the knowledge necessary to design and build cloud native architectures effectively.
[bookmark: Fundamentals_of_Cloud_Native_App]Fundamentals of Cloud Native Applications
[bookmark: ix_clnafnd]All the major cloud providers offer guidance on how to build applications targeting their respective cloud environments. Microsoft Azure has its cloud application architecture and cloud patterns guide, Amazon Web Services (AWS) has its well-architected framework, and Google offers various guides on how to build cloud native applications. Although those guides are more specific to their services offered in each environment, you can identify five generally applicable pillars that you should keep in mind regardless of the cloud provider you are choosing.
[bookmark: Operational_Excellence__Operatio]Operational Excellence
[bookmark: idm45549840871944][bookmark: idm45549840871016]Operational excellence means that you need to factor in how to run your application, monitor it, and improve it over time when you are starting to design. Build, measure, and learn are verbs often used to describe the process, and DevOps is the way to implement it. Chapter 5 covers many of the operational excellence principles in detail, but it is still worthwhile to provide a high-level overview of the pillars as part of this chapter because they play a fundamental role in designing a cloud native application:
Automate everything
[bookmark: idm45549840857928]Cloud automation goes hand in hand with Infrastructure as Code (IaC). This enables you to minimize errors during environment provisioning and application deployment because the entire environment management is being defined using code artifacts. Azure Resource Manager and AWS CloudFormation are good examples. Chapter 7 also briefly discusses HashiCorp’s Terraform, which enables you to use the same IaC approach across multiple cloud vendors. Besides minimizing errors, automation also enables you to track changes to your environment through source code control systems as well as quickly spinning up new environments in a consistent way. Besides automating how to provision the environments, you also need to automate the entire deployment process of your application.
Monitor everything
[bookmark: idm45549840855320]Monitoring allows you to learn not only about your application and environment behavior, but also how your application is being used. Based on the monitoring data you can take action to improve operational costs, performance, and the functionality of an application. From an architectural point of view you need to ensure that you have consistent monitoring across the entire stack, starting from the infrastructure hosting the services you use all the way to the features and functionality of your application. As mentioned previously, Chapter 5 provides details on how to accomplish consistent monitoring for the entire stack, including the application.
Document everything
[bookmark: idm45549840853928]It is very common that cloud native applications are being built by many teams. As you have seen in previous chapters, microservices architectures are promoting the idea of small independent teams building individual services. Although documentation is important in any software development project, it is crucial in cloud native applications. Every team member needs to be able to understand how they can consume services built by other teams, or everyone should be able to understand how the environment is defined and provisioned. Documentation should be done automatically and not manually. A good example is using an OpenAPI specification for your service APIs. This allows you to automatically generate documentation for your service API through check-ins given that you can use the Swagger tools as part of a Continuous Integration (CI) step.
Make incremental changes
[bookmark: idm45549840847096]When making changes to both the environment as well as the application, you need to ensure that those changes are incremental and reversible. This leads back to one of the advantages of using IaC. Because your environment description and definition should reside in a source control repository, you can easily reverse any change.
Design for failure
[bookmark: idm45549840844984]Failures in the cloud will happen—period. You need to think not only about how to design your application to survive failures, but also about about the processes that need to kick in when something goes wrong. There are many testing frameworks available that help you to simulate failures, helping you to learn what the impact is and to plan to mitigate those failures.
[bookmark: Security__All_the_major_cloud_pr]Security
[bookmark: idm45549840844248][bookmark: idm45549840843608][bookmark: idm45549840843096]All the major cloud providers employ an army of security experts who ensure that their environments are super secure. By now it has become an accepted fact that cloud environments are safer than most on-premises environments. Just because the cloud environments are relatively safe does not mean that you can and should ignore the security of your applications. Because cloud native architectures typically consist of many components, the defense-in-depth concept has been proven to be best suited for securing your applications. Defense-in-depth means that security controls are implemented throughout your architecture. Although security for cloud native applications is beyond the scope of this book, it’s important to take a brief moment to understand what defense-in-depth means for your cloud native application. Let’s begin by looking at a simple cloud native application, as shown in Figure 3-1.
The functionality of this application is explained later in this chapter. For the defense-in-depth discussions, it is enough to understand that the voting application uses containerized services running on an orchestrator, an eventing system, Function as a Service (FaaS), and a Datastore as a Service (DaaS).
[bookmark: Figure_3_1__A_simple_application][image: clna 0301] 
Figure 3-1. A simple application
[bookmark: idm45549840830456]The following is a defense-in-depth list of containerized services, assuming you are using Kubernetes as the orchestrator:
Source code
[bookmark: idm45549840829160]Ensure that you are using a secure code repository and that you track and audit access to it. As part of your CI step, you can check your code for vulnerabilities, especially kernel exploits if you use Linux containers.
Container image
[bookmark: idm45549840827880]Ensure that you always add only what is necessary to the base image and that you expose only the ports that are absolutely needed.
Container registry
[bookmark: idm45549840825944][bookmark: idm45549840825384][bookmark: idm45549840822616]You should use a private registry with which you can track and audit who has access to the registry using Role-Based Access Control (RBAC) polices. You should also scan your images for vulnerabilities using tools like Twistlock.
Pod
[bookmark: idm45549840821768]Ensure that container images can be pulled only from approved registries. In Kubernetes, you can use policy controllers to implement such policies. Make sure your pod has an identity so that the code within it can access other services in a secure manner. You should also think about whether you need to secure the service-to-service communication within your cluster. As you will see later, service meshes are great solutions for that.
Cluster and orchestrator
[bookmark: idm45549840820344][bookmark: idm45549840819048]You need to determine whether your cluster that is hosting the orchestrator needs to be accessed over the internet or whether a VPN is sufficient. You also need to secure access to the control plane of the orchestrator and enable audit logs. You can use network policies to secure the communication paths between nodes and namespaces. Finally, make sure Kubernetes has RBAC enabled.
For the service-to-service communication within the application—for example, the voting service accessing the messaging service—you need to ensure that the data in transit is protected and that only authenticated services are granted access. In the example of the voting service, only the voting app pod’s identity should be allowed to access the messaging service. The same principles—protect the data and secure the communication between services—apply to the other services in the voting application.
This is by no means a complete list, but it should give you a sense of how to think about a defense-in-depth approach.
[bookmark: Reliability_and_Availability__Re]Reliability and Availability
[bookmark: idm45549840810760]Reliability and availability are discussed throughout this book, but it might still be useful to understand how they relate to each other.
[bookmark: idm45549840809464][bookmark: idm45549840808296]Reliability means that the application will still work in an acceptable way even in the presence of failure, whereas availability means that your application is available for a certain amount of time.
From a reliability perspective, you need to ensure that your application is designed in a way that it can recover from failure. As you have seen, microservices architectures help in a way that each service is independent and does not take down the entire application in case of a failure. For the service itself, you should think about scaling horizontally to increase the aggregated system availability. For example, if you run two instances of any service, you improve its reliability in case one instance fails for any reason. We have already touched on the fact that the network is not reliable, so you should also consider retries and circuit breakers as part of your design. Both are discussed in detail as part of “Service Mesh”.
In summary, to design for reliability and availability you should have testing in place that informs you of how your system is behaving and how your recovery mechanisms work. And, of course, the application needs to recover automatically by taking advantage of the scaling capabilities.
[bookmark: Scalability_and_Cost__Scalabilit]Scalability and Cost
[bookmark: idm45549840800056][bookmark: idm45549840798936][bookmark: idm45549840804824]Scalability and cost go hand in hand. When designing a cloud native application, you need to think about not only how to scale the application, but also how to do it in a very cost-efficient way. Let’s think about the voting application again. One way to implement it is to deploy the voting app and the result app to a managed Kubernetes cluster. Pretty much all managed Kubernetes services require you to define the number of nodes you need at the outset, so you need to determine what your maximal load will be and how many nodes you need to handle the maximal anticipated traffic. This decision has a direct impact on your cost given that you need to size your cluster in a way that it can host all of the instances of the voting and results application under load. This is not very cost effective, because most of the time the application might not utilize all of the nodes.
[bookmark: idm45549840784840]One solution could be to go with fewer nodes and rely on horizontal node autoscalers if the existing number of nodes cannot provide sufficient resources for all instances anymore. The problem with that design is that spinning up new nodes usually takes longer than just spinning up new containers, so it is not super useful in unpredictable burst scenarios. There are a couple of options for how to implement the solution; for example, burst into Container as a Service (CaaS) offerings such as Azure Kubernetes Service virtual node or AWS Fargate. A good way to design your solution in a scalable and cost-efficient way is to experiment during development and even in production. Chapter 5 provides a detailed overview of testing cloud native applications.
[bookmark: Cloud_Native_versus_Traditional]Cloud Native versus Traditional Architectures
[bookmark: idm45549840797832]Chapter 2 examined cloud native and microservices architectures and their pros and cons, but it is also useful to point out some differences from traditional architectures.
[bookmark: idm45549840791544][bookmark: idm45549840795592][bookmark: idm45549840795080][bookmark: idm45549840787672]One of the fundamental differences between cloud native applications and traditional monolithic applications is how state—that is, session state, application and configuration data, and so on—is handled. Traditional applications are often stateful in nature, which means that the application state was commonly stored with the compute instance. For that very reason, load balancers were using sticky sessions to make sure that a user request always ended up on the same server instance. A good example for statefulness is session state. With traditional applications, it was quite common to retrieve user-specific data, such as user profile information, from an external datastore and store it in session variables. The load balancer ensured that all of the traffic from the user ended up on the same instance. Figure 3-2 shows a request (1) coming from a client to the load balancer. The load balancer establishes a session with the first virtual machine (VM). Application Instance 0 now loads the state and serves the request.
In case of a failure, such as VM reboot, network connection loss, or application instance crash, the load balancer detects that the first VM is no longer reachable and establishes a new session on the second VM for the user (2). Application Instance 1 has no state information because the state was stored on the first VM. This can lead not only to user dissatisfaction, but also to inconsistencies in state.
[bookmark: idm45549840779704]Cloud native applications, on the other hand, are stateless by nature. Stateless does not mean that they do not deal with data, but it means that they need to be designed in a way that the number of compute instances is highly dynamic without affecting user experiences that rely on data. In cloud native architectures, state is usually externalized, meaning that the data is stored in state stores such as storage services. Chapter 4 provides a deep dive into working with data.
[bookmark: Figure_3_2__Traditional_applicat][image: clna 0302] 
Figure 3-2. Traditional application
Figure 3-3 shows a request to an application with externalized state.
[bookmark: Figure_3_3__Cloud_native_applica][image: clna 0303] 
Figure 3-3. Cloud native application with externalized state
Here’s what’s happening in this application:
The client sends a request to the application.
[bookmark: idm45549840771992]The load balancer randomly routes the request to Application Instance 0, which reads and writes the state to an external state store.
In case of a failure of Application Instance 0, the load balancer sends the requests from the client to Application Instance 2.
Application Instance 2 reads the state for the initial request from the external state store and the client is not affected by the failure at all.
[bookmark: idm45549840766056]You also can see how keeping your services stateless helps with dynamic scaling in and out. The system can just add and remove instances, scaling out and in, without affecting the user experience (UX).
Warning
One word of caution for scaling-in scenarios: most of the time you are responsible for ensuring that all connections are drained of the instance before scaling in.
[bookmark: idm45549840763576][bookmark: idm45549840760936]In addition, monolithic applications often use service orchestration as the most common integration technique between different components. Service orchestration, not to be confused with container orchestration on Kubernetes, is a technique whereby multiple components or services are orchestrated to work as one. The services typically use synchronous communication. (Synchronous communication and request/response patterns are explained later in this chapter.) Figure 3-4 shows an application using service orchestration.
[bookmark: Figure_3_4__Service_orchestratio][image: clna 0304] 
Figure 3-4. Service orchestration
Let’s take a closer look at this application:
The client sends a request to the application. The request is routed through the load balancer to Service A (SvcA).
SvcA sends a request to both Service B (SvcB) and Service C (SvcC) and waits for their response.
After SvcB and SvcC send their responses back, Svc A will respond to the client.
[bookmark: idm45549840755944][bookmark: idm45549840753944]Cloud native applications often use event-driven patterns for communication. Organizing requests across loosely coupled services is called service choreography. With service choreography, each service is isolated, autonomous, and responsible for managing its own state, which are some of the characteristics of microservices-based applications. Figure 3-5 demonstrates service choreography.
Again, let’s see how this application works:
The client sends a request to the application. The request is routed through the load balancer to SvcA, and SvcA requests data for the user request from the messaging system.
SvcB acts independently and sends its data to an eventing system.
SvcC acts independently and sends its data to an eventing system.
SvcA picks up the data from the eventing system and sends it back to the client.
[bookmark: Figure_3_5__Service_choreography][image: clna 0305] 
Figure 3-5. Service choreography
The communication for service orchestration and service choreography are described in more detail in the sections “Request/Response” and “Publisher/Subscriber”.
[bookmark: idm45549840742264]Finally, there is a big difference in how cloud native architectures deal with failures as opposed to how traditional applications cope with them. As mentioned earlier, cloud native architectures expect failures and implement mechanisms to deal with them, whereas traditional architectures try to minimize failures; for example, through database clustering and so on.
[bookmark: Functions_versus_Services__One_o]Functions versus Services
[bookmark: ix_fncvsser][bookmark: ix_serfnc]One of the very first decisions that you must make when building a new application, or even when moving an existing application to a cloud native application, is whether you should use a containerized service (for the remainder of the chapter, we refer to it simply as a service) or move straight to FaaS. Chapter 2 provided some high-level guidance on when to use functions versus services. In a nutshell, you should consider using FaaS for simple, short-lived, and independent tasks, but many FaaS offerings have matured in a way that you can implement entire applications using FaaS. One limiting factor is that most FaaS offerings still impose a timeout on the execution time of a function.
[bookmark: Function_Scenarios__The_followin]Function Scenarios
[bookmark: idm45549840732152][bookmark: idm45549840730792]The following is a list of scenarios for which functions are a good fit:
Simple parallel execution scenarios in which functions do not need to communicate with one another. Sample scenarios include generation of artifacts, updating records, map-reduce functions, and batch processing.
[bookmark: idm45549840725608]Many Internet of Things (IoT) scenarios use functions for orchestration tasks. For example, messages are sent to an IoT hub, which triggers functions to perform some computing and routing tasks on a message.
[bookmark: idm45549840723144][bookmark: idm45549840724024]Some applications are entirely built using FaaS offerings, meaning that the complete application is built using functions. Azure Durable Functions or AWS Step Functions are function types that enable you to build an entire application using function primitives. Those function types also help with orchestrating longer-running tasks in an application.
[bookmark: Considerations_for_Using_Functio]Considerations for Using Functions
[bookmark: idm45549840719128][bookmark: idm45549840717656]There are several considerations that you need to keep in mind when building an entire application using functions:
Challenges when moving from a monolith to microservices
Because functions are typically broken down into even smaller “services,” you generally need to deal with a multiplier of those challenges, such as network communication complexity.
Limited lifetime of a function
As mentioned previously, most FaaS offerings limit the execution time of a function, which means that they are not suited for long-running tasks.
No usage of specialized hardware
As of this writing, there is no cloud offering for a function to take advantage of specialized hardware such as graphics processing units (GPUs), which are superior to standard CPUs for training models for machine learning applications.
Functions are stateless and not directly network addressable
[bookmark: idm45549840712056]For that reason, FaaS encourages an event-driven distributed programming model or the use of API management solutions to front functions. Typically, functions work together by passing data through eventing or messaging systems. The state is stored in cloud services, which means event handling requires moving pieces of the state from storage into and out of stateless functions. This incurs networking latency with every hop. Overall, you can see how a large application built solely by functions can suffer a performance loss as a result of all of the communication and data being processed over the network.
Local development and debugging
[bookmark: idm45549840708776][bookmark: idm45549840705848]Local development and debugging is not available for all the FaaS offerings, because some of the FaaS runtimes are not portable.
Economics
[bookmark: idm45549840700600]Although you save on compute costs, FaaS offerings typically charge for execution time; thus, you need to factor in increased costs for networking and other cloud services such as storage and eventing. There are scenarios for which applications implemented entirely on FaaS are more expensive; unfortunately, planning and predicting the costs of FaaS remain very challenging.
[bookmark: Composite_of_Functions_and_Servi]Composite of Functions and Services
[bookmark: idm45549840702904][bookmark: idm45549840698488]Services packaged in containers, on the other hand, do not have a limit on the execution time. Besides, you can use specialized hardware; for instance, many managed Kubernetes services allow you to build clusters with specialized hardware such as GPUs. You can also create services using local persistent storage, which limits the network hops your application needs to make.
Most of the time a combination of functions and services is a great solution allowing you to take advantage of the simplicity of FaaS while benefitting from the flexibility of containerized services. Figure 3-6 shows the previously introduced voting application using this hybrid approach.
[bookmark: Figure_3_6__Simple_voting_applic][image: clna 0306] 
Figure 3-6. Simple voting application using a combination of functions and services
[bookmark: idm45549840693016]The voting app is a containerized service that allows users to submit votes. After a vote is submitted, the message is placed into an eventing system. The eventing system triggers functions that add the data to a datastore based on some header information, such as device type. The results application reads the data from the datastore and displays the voting results. The pattern implemented here is also known as an Event Sourcing pattern.
[bookmark: idm45549840688360]Implementing the logic to add data to the datastore as a function allows the application to easily scale when needed and also to run in the most economical way.
Serverless cloud native applications are very dynamic, meaning new pods or functions can spin up and down based on demand or failures. The scale out and scale in, meaning adding more service instances (pods) or functions or decreasing the number, is usually provided by the cloud provider. Your responsibility is to design your application in a way that it can handle those scenarios. For instance, if your application stores its state locally, it will lose the state when the pod is moved or new functions are spun up due to the statefulness nature, as mentioned at the beginning of this chapter.
The recommended best practice for this case is to push that data into highly available managed services, such as a Relational Database Management System (RDBMS) or caching services. You also can deploy stateful applications on Kubernetes by using Stateful Sets, which use persistent volumes. (Chapter 4 covers Kubernetes Stateful Sets in more detail.)
[bookmark: idm45549840685528]You also need to understand how your application scales. Cloud providers make it very easy to scale your cloud native applications, but you are still responsible for thinking about what happens when the application scales. For example, if you use large container images and you expect your application to quickly scale in burst scenarios, you are setting yourself up for failure. Pulling the image onto another node can take some time because a large package needs to be downloaded over the wire. The download can take a considerable amount of time, even if this happens within a cloud provider network from a private container registry to a cluster or CaaS offering.
[bookmark: idm45549840689096]Even though cold-start behavior, which is the time it takes to launch a function or a container, is usually not so much a problem for FaaS offerings, you might still need to understand the scale behavior. In a burst scenario, many functions will run concurrently, and if you have dependencies on other services such as RDBMS, you might max out your connections, which will ultimately result in a slowdown of your application.
[bookmark: idm45549840680984][bookmark: idm45549840679400]The bottom line is that even with the cloud provider’s autoscaling capabilities, you are not off the hook, and you still need to understand how your application scales.
[bookmark: API_Design_and_Versioning__Becau]API Design and Versioning
[bookmark: ix_versclna][bookmark: ix_APIsdes][bookmark: ix_clnaAPI]Because the API is the interface other services use to communicate with your service, it is important to properly document and version your APIs. The reality is that API versioning is difficult, especially given that there are different approaches that you can take. Based on the research done by Jean-Jacques Dubray, the cost of developing your API depends on the strategy you take. He classified three different strategies:
The knot
[bookmark: idm45549840669656]Consumers of your API are tied to a single version of the API. When the API changes, all consumers need to change as well. This is the most expensive approach for the consumers because they are forced to upgrade each time a new API version is released.
Point-to-point
[bookmark: idm45549840667768]All API versions are kept running and each consumer uses the version they need to. Consumers can migrate to the new versions when they decide to. Compared to the knot, this is a bit better strategy for the consumers, but it is costly for the API developer to maintain older API versions.
Compatible versioning
[bookmark: idm45549840662248]All consumers talk to the same API version. Old versions are deprecated and no longer exist because the latest version is backward compatible.
The results from the research have shown that the compatible versioning strategy offers the best efficiency. It does introduce more work for the API developer in order to maintain backward compatibility.
[bookmark: idm45549840660472][bookmark: idm45549840658136][bookmark: idm45549840657624][bookmark: idm45549840657240]REST doesn’t provide any specific versioning, but there are three approaches that deal with versioning: global versioning, resource versioning, and mime-based approach. Each one of these approaches has its pros and cons, and there is no clear and best approach here.
With global versioning, you version the entire API and the version is part of the path (e.g., /api/v1/users) or a subdomain (e.g., api-v1.example.com/users). If the representation of the user changes, you create a new version of the full API, even though other resources might not have changed at all. Creating a new version of the API with every breaking change gives you, the developer, a clearer and easier way to get rid of the old API versions. However, there are downsides to this approach. The API consumers are constantly pushed to move to the newer versions as they are released, and there’s a significant cost in testing and maintaining multiple versions, and this takes a lot of time.
An approach that gives you a more granular versioning story is to use resource versioning. Very similar to the global version, but in this case, you are versioning specific resources. That way, if the user’s resource changes, you can create a new version of that specific resource (e.g., /api/v2/users); however, the other resources would remain unchanged (e.g., /api/v1/tasks).
Both of these approaches have the API versions either in the URL path or the domain. With the mime-based approach, you are still versioning on the resource level; however, you are not including the version number in the URL but in the headers instead. For example, you use the Accept and Content-Type headers to describe the resource version and its type (e.g., Accept: application/vnd.example.users.v2+json), whereas the URL stays versionless (e.g., /api/users). This means that your API endpoints stay clean, but it could make using the API more complicated.
Regardless of the aforementioned REST versioning approaches, a bigger challenge to the API versioning is the way you are managing your code that can support different multiple resource versions. You don’t want your versioning to be so strict that it prevents you from making changes to the API. On the other hand, you also need to maintain the stable contract. As a part of your strategy, you should understand how to manage changes to the API while still providing a stable contract to the clients.
Using the compatible versioning strategy, your APIs are backward compatible and different clients can all talk to one version of the API. Because different clients can talk to the same API version, there’s no need to maintain a separate API version for each client.
In addition to the client and the server (the API implementation) version, you also need to version the message formats as well as the API documentation. Note that you don’t version the resources, relations between the resources, or the API itself.
[bookmark: idm45549840645688]When introducing changes to the API you need to consider the backward and potentially forward compatibility of the API. For example, if you are changing the URI (e.g., query parameters) or modifying the headers or body of the message and these changes violate or break the backward compatibility, you need to either create a new resource or use content negotiation if the message format changed.
Regardless of the approach you take, it is important that you are able to monitor the API and versions of the API used by the consumers. Having good monitoring in place helps you decide how and when to deprecate the APIs.
[bookmark: API_Backward_and_Forward_Compati]API Backward and Forward Compatibility
[bookmark: idm45549840642216][bookmark: idm45549840641576][bookmark: idm45549840649608]Before going into the service communication options, let’s go over a quick refresher on API compatibility. Because you will be deploying services autonomously and independently from one another, you need to ensure that updates to your service don’t break existing services with which you are communicating. If you are applying the compatible versioning strategy explained earlier, your services need to be backward and forward compatible. Figure 3-7 shows Service A v1.0 working together with Service B v1.0.
[bookmark: Figure_3_7__Backward_compatibili][image: clna 0307] 
Figure 3-7. Backward compatibility
Now you deploy Service B v2.0, which adds some new functionality. Backward compatibility means that the Service B v2.0 can still work together with Service A v1.0, and it won’t break its functionality. The following are some best practices for maintaining backward compatibility:
Provide sensible defaults or optional values for new APIs. If that’s not possible, create a new resource.
Never rename existing fields or remove them.
Never make optional things required.
Mark old API endpoints as obsolete if not used anymore.
Test the combination of new and existing service versions by passing old messages between them.
[bookmark: idm45549840636008][bookmark: idm45549840629368][bookmark: idm45549840630936]If you intend to support rollback functionality with your services, you will need to think about forward compatibility as well. Forward compatibility means that your service can accept and gracefully handle requests for a later version of itself. The main guideline for ensuring forward compatibility is to ignore any additional fields and don’t throw errors.
[bookmark: Semantic_Versioning__Using_seman]Semantic Versioning
[bookmark: idm45549840627080][bookmark: idm45549840625992][bookmark: idm45549840623672]Using semantic versioning is almost a standard by this point. The semantic versioning (major.minor.patch) gives guidelines on when to increase which part of the version number:
Major version is increased when you make API-incompatible changes.
Minor version is increased when you add backward-compatible features.
Patch version is increase when you make backward-compatible bug fixes.
[bookmark: idm45549840618792][bookmark: idm45549840617704][bookmark: idm45549840616552]You can apply this type of versioning at the API level to communicate to your consumers about the types of changes that were made.
[bookmark: Service_Communication__Networkin]Service Communication
[bookmark: idm45549840613496][bookmark: ix_commser][bookmark: idm45549840611512][bookmark: idm45549840609752][bookmark: idm45549840608840][bookmark: idm45549840605432][bookmark: idm45549840607800]Networking and service communication are essential topics in distributed systems because they can have a significant impact on the overall performance of an application. Therefore, it is beneficial to understand the various service communication options when you are designing and implementing cloud native applications. At a high level, you can differentiate between external service communication and internal service communication. Whereas internal refers to communication within a cluster (i.e., service-to-service communication in the same Kubernetes cluster), external communication refers to communication from or to external services such as Database as a Service (DBaaS) offerings. External service communication from a client into a cluster is often referred to as North-South traffic, and internal service communication is often referred to as East-West traffic. In the context of Kubernetes, ingress controllers are used for North-South and egress controllers can be used to access external services. Kubernetes provides load balancing East-West traffic out of the box by using kube-proxy, but service meshes provide some richer capabilities. Service meshes, ingress, and egress are addressed later in this chapter in “Gateways” and “Service Mesh”.
[bookmark: Protocols__Most_of_the_time__HTT]Protocols
[bookmark: idm45549840613368][bookmark: idm45549840598712][bookmark: idm45549840602584][bookmark: idm45549840595288]Most of the time, HTTP is used as the protocol for the communication between clients and cloud native applications; however, it is not the most performant of protocols. Large microservices applications can have hundreds or even thousands of services, and the more services you have, the more communication and data exchange need to happen. As a result, the protocol selected becomes an essential factor that can affect performance, and changing communication protocols for productions services can be reasonably expensive. Even though HTTP is a natural choice for communication from a client to your service over the internet, you should consider other protocols for communication between internal services to improve performance. Figure 3-8 shows how you can use a proxy to carry out a protocol transform. We cover this in more detail later in the chapter when we discuss ingress controllers and gateways.
[bookmark: Figure_3_8__Proxy_for_protocol_t][image: clna 0308] 
Figure 3-8. Proxy for protocol translation
Next we’ll discuss several popular protocols that are proven to provide better performance in cloud native applications.
[bookmark: WebSockets__WebSockets_were_stan]WebSockets
[bookmark: idm45549840589352][bookmark: idm45549840592152][bookmark: idm45549840591592]WebSockets were standardized in 2013 and represent a standard for bidirectional real-time communication between servers and clients. They allow a long-held single TCP socket connection to be established between the client and server, which provides for bidirectional, full-duplex messages to be instantly distributed with little overhead. The WebSockets handshake process starts with the client sending a regular HTTP request to the server. An Upgrade header is included in this request, which informs the server that the client wants to establish a WebSocket connection. When the handshake is complete, the initial HTTP connection is replaced by a WebSocket connection that uses the same underlying TCP/IP connection. WebSockets allow for transferring large data volumes without incurring the overhead associated with traditional HTTP requests. The result is a very low-latency connection.
[bookmark: HTTP_2__HTTP_2_does_not_entirely]HTTP/2
[bookmark: idm45549840585224][bookmark: idm45549840584728][bookmark: idm45549840583784]HTTP/2 does not entirely replace HTTP. The present verbs, status codes, and most of the headers will remain the same as today. HTTP/2 is primarily designed for low latency, and multiplexing requests over a single TCP connection using streams, improving the efficiency in the way in which data is transferred on the wire. HTTP/2 is a binary protocol, whereas HTTP 1.x is textual. Binary protocols are more efficient to parse because there is only one code path, which makes them very efficient on the wire.
[bookmark: gRPC__gRPC_is_a_fairly_new_proto]gRPC
[bookmark: idm45549840586056][bookmark: idm45549840581960][bookmark: idm45549840581048][bookmark: idm45549840573176]gRPC is a fairly new protocol that is quickly gaining in popularity in the microservices community due to its performance and developer friendliness. gRPC is a high-performance, lightweight communication framework using HTTP/2 as the transport protocol, providing features such as authentication, bidirectional streaming and flow control, blocking or nonblocking bindings, and cancellation and timeouts. gRPC uses protocol buffers, aka protobufs, which provide a way of defining and serializing structured data into an efficient binary format. Due to their binary format, they are also small payloads that are quick to send over the wire.
[bookmark: Messaging_Protocols__As_mentione]Messaging Protocols
[bookmark: idm45549840578648][bookmark: idm45549840577912][bookmark: idm45549840576760]As mentioned earlier, cloud native applications embrace event-driven and message-based approaches, so it is worth mentioning messaging protocols. There are many messaging protocols out there: STOMP, WAMP, AMQP, and MQTT, to name a few. Although describing each protocol is beyond the scope of this book, let’s nonetheless take a quick look at the two most popular messaging protocols.
[bookmark: Message_Queue_Telemetry_Transpor]Message Queue Telemetry Transport
[bookmark: idm45549840567480][bookmark: idm45549840567144][bookmark: idm45549840565592][bookmark: idm45549840564984]The Message Queue Telemetry Transport (MQTT) is a binary protocol that is mainly associated with IoT and machine-to-machine scenarios. It was designed for low-bandwidth environments with unpredictable network connectivity. For instance, MQTT is often used for communication between sensors and gateways. It is a very lightweight protocol that focuses on publisher/subscriber messaging with some additional features such as delivery guarantees. MQTT’s strengths are simplicity and a compact binary packet payload.
[bookmark: Advanced_Message_Queuing_Protoco]Advanced Message Queuing Protocol
[bookmark: idm45549840563000][bookmark: idm45549840561880][bookmark: idm45549840561016][bookmark: idm45549840560552][bookmark: idm45549840558088]The Advanced Message Queuing Protocol (AMQP) is a binary protocol that is mainly designed around messaging with a rich feature set, including reliable queuing, topic-based publisher/subscriber, routing, security, and transactions. The rich feature set does not make it a particularly lightweight or fast protocol. That said, AMQP has been battle-tested by various vendors and has been proven to be very reliable. One of the main reasons to use AMQP is its interoperability between different vendors.
[bookmark: idm45549840553752]Both protocols are used with WebSockets over TCP, which makes them suitable for environments that restrict traffic over port 443 (HTTPS).
A general rule of thumb is to use MQTT if you need simple, reliable messaging, and AMQP if you need to focus on interoperability and functionality that goes beyond simple messaging.
[bookmark: Serialization_Considerations__Be]Serialization Considerations
[bookmark: idm45549840555848][bookmark: idm45549840549608]Besides protocols, data serialization and deserialization can affect the overall performance and, in the worst case, become a bottleneck.
[bookmark: idm45549840548344]JSON is probably the most widely used format right now. JSON is readable, self-contained, and easily extensible, but it has a reasonably large memory footprint, and the serialization and deserialization can be expensive in high data volumes.
[bookmark: idm45549840544616]Protobuf uses a binary format, and as a result you need a generator for every language, as opposed to JSON, which is just a string format and understood in every modern language. The good news is that there are generators available for pretty much any modern language. With protobufs, the schema is declared in a proto file beforehand, instead of passing the schema with every message like in JSON. The proto file is added to every service that needs to serialize and deserialize the data, and the generator generates an object representing the data; no serialization code is required.
[bookmark: idm45549840544232]Even though protobufs are probably the way to go when performance matters and you need to deal with a high volume of data, you also can do a couple of things to improve JSON serialization and deserialization:
Choose a good JSON serializer.
Consider whether you need to reserialize the object if a downstream service works with the same object. Instead, you can augment the deserialized object and pass it on to another service in a form.
[bookmark: Idempotency__No_matter_whether_y]Idempotency
[bookmark: idm45549840540520][bookmark: idm45549840538664]No matter whether you are using synchronous or asynchronous communication, you need to ensure that if the same operation is executed multiple times, the target system remains unchanged. Being able to run an operation multiple times without changing the result is called idempotency. As you will see later in the chapter, messages can be received and processed more than once based on failed receivers, retry policies, and so on. Ideally, the receiver should handle the message in an idempotent way so that the repeated call produces the same result.
Let’s assume that a wearable device adds some health data to a queue, and a service picks it up to add it to a personal health scorecard. The following message could look similar to the one submitted by the device:
{
    "heartrate" : {
    "time" : "20200203073000",
    "bpm" : "89"
  }
}

Let’s assume further that the operation fails due to some network issues and the receiver cannot pick up the message, so the service sends the message again due to some retry policies. Now you end up with the same message twice. If the receiver now picks up the messages and process them both, the heart rate will be shown as 178 bpm, which probably causes some concern for most people. To avoid this, you need to make the operation idempotent. A common way of ensuring that an operation is idempotent is by adding a unique identifier to the message and making sure that the service processes the message only if the identifiers do not match. The following is an example of the same message, but with an identifier added:
{
  "heartrate" : {
  "heartrateID" : "124e456-e89b-12d3-a456-426655440000"
  "time" : "20200203073000",
  "bpm" : "89"
  }
}

[bookmark: idm45549840525640]Now, the receiver can check whether the message has already been processed before processing it. This is also commonly referred to as de-duping. The same principle applies to data updates. The bottom line is that you should design operations to be idempotent so that each step can be repeated without affecting the system.
[bookmark: Request_Response__Request_respon]Request/Response
[bookmark: idm45549840532296][bookmark: idm45549840531304]Request/response, also known as request/reply, is a very straightforward message exchange pattern that can be implemented synchronously and asynchronously. The concept is straightforward, as shown in Figure 3-9. Service A requests data from Service B (1), and Service B processes the request and sends the data back to Service A (2).
[bookmark: Figure_3_9__Simple_request_respo][image: clna 0309] 
Figure 3-9. Simple request/response
[bookmark: idm45549840528888][bookmark: idm45549840522120]If you use an asynchronous communication pattern you will be facing the issue that both Service A and Service B can engage in multiple communications, so you need to make sure that Service A receives the appropriate response for the request. One way to solve this is by introducing a request and a response queue and using correlation IDs (CIDs), as shown in Figure 3-10.
[bookmark: Figure_3_10__Request_response_wi][image: clna 0310] 
Figure 3-10. Request/response with correlation ID
At a high level, request/response with a CID implements the following steps:
Service A creates a request for a record such as a username with an ID, in this case 12, and waits for a message with CID 12 to be returned.
Service B picks the message from the queue, retrieves the data for that user, and assigns a CID based on the ID.
Service B adds the CID 12 to the response along with the user data and sends the response back. The response queue can have many more responses with CIDs 3,5,21.
Service A picks the response with the CID that relates to the request ID.
[bookmark: Publisher_Subscriber__Publisher]Publisher/Subscriber
[bookmark: idm45549840512376][bookmark: idm45549840511528][bookmark: idm45549840510680]Publisher/subscriber (sub/sub) is one of the most common patterns to facilitate asynchronous communication within a cloud native application. The publisher publishes a message to a topic, which will immediately be picked up by all the subscribers that have subscribed to the topic. Pub/sub serves two main scenarios:
Enable loose coupling between services and functions because it decouples publishers from subscribers.
Enable event-driven design, which is a wildly popular design approach for cloud native applications.
At a high level, pub/sub uses the following steps, which are illustrated in Figure 3-11:
Service A published a message to a topic.
A messaging broker notifies all of the subscribers that are subscribed to that topic.
The subscribers consume the message.
[bookmark: Figure_3_11__Pub_sub_architectur][image: clna 0311] 
Figure 3-11. Pub/sub architecture
[bookmark: idm45549840498408]There are a few things you need to keep in mind when using this pattern for dealing with the state:
By default, the order of messages is not guaranteed, so you need to design for idempotent operations to avoid issues when a message is processed twice.
Stateful applications, on the other hand, do care about message ordering, so you need to plan for this by taking advantage of the messaging system’s built-in ordering functionality or by applying a priority queue pattern.
[bookmark: idm45549840495976]If message processing results in an error or even crash of the consumer—for example, due to a faulty format—make sure you do not return the message and instead put it into a poison message queue.
Queues are an essential part of pub/sub messaging; the question, then, is what is the difference between pub/sub and message queues? The key difference is that with message queues each message is processed only once, by a single consumer, as opposed to pub/sub messaging in which multiple receivers subscribed to a topic can consume a message. That said, message queues can support high rates of consumption by adding multiple consumers for each topic, but only one consumer will receive each message on the topic.
[bookmark: Choosing_Between_Pub_Sub_and_Req]Choosing Between Pub/Sub and Request Response
[bookmark: idm45549840489640][bookmark: idm45549840489128][bookmark: idm45549840488616]In a cloud native architecture, choosing between pub/sub and request/response really depends on the use case. Figure 3-12 shows the same cloud native application using request/response and pub/sub to highlight some of the differences in a practical example:
In the request/response architecture, S1 receives an asynchronous request from a client. After it has processed the request and saved the data, S1 sends a request to S2 and S3.
After S3 has processed the request and saved the data, it sends a request to S4 and S5.
Now S3 must wait for a response from S4 and S5. If either service fails for some reason S3 waits for it and after a timeout, it will send a timeout to S1, and S1 will send a timeout to the client. For the client, it can be a very long time until it is notified that the request failed. To make matters worse, if the client makes the same request again you can end up with inconsistent data, except that you have made the operation idempotent, as S1 and S3 have already processed the request.
Overall, request/response is making your services tightly coupled, which has all the disadvantages mentioned previously. If you use a pub/sub pattern, on the other hand, you decoupled all of the services, and the communication between the services is handled by passing messages into a pub/sub system such as Redis, RabbitMQ, or Apache Kafka.
In the pub/sub architecture, a client sends an asynchronous request to S1. S1 processes the request, saves the data, and places a message into the pub/sub system, and S1 can report back to the client.
S2 and S3 have subscribed to the topic in the message broker and can pick up the message.
[bookmark: idm45549840475768][bookmark: idm45549840475160]S3 can then process the message and save it and then report back to S2 that the operation was successful. S4 and S5 have subscribed and can pick up the message when ready. The pub system ensures that the message is delivered at some point in time, which means that your data will be eventually consistent.
[bookmark: Figure_3_12__Request_response_ve][image: clna 0312] 
Figure 3-12. Request/response versus pub/sub
[bookmark: Synchronous_versus_Asynchronous]Synchronous versus Asynchronous
[bookmark: idm45549840472680][bookmark: idm45549840471640][bookmark: idm45549840470792]In a microservices application, each service instance is typically a process. The same is true for using containers with functions. As a result, services and functions must interact using an interprocess communication (IPC) mechanism. You can implement IPC synchronously and asynchronously. Synchronous means that the client waits until a response is available. Synchronous calls are straightforward to understand and to use, so why not implement the entire interservice communication in a synchronous way? There are a few things that you should keep in mind when going down the synchronous path:
Exhaustion of resources
[bookmark: idm45549840465400]Synchronous means that a thread is blocked while it is waiting for a response. This behavior easily can lead to depletion of resources in a scale scenario.
Response latency
[bookmark: idm45549840466152]For example, if a user-facing service calls Service A, Service A calls Service B, and so on, the total response time is the sum of the individual service responses. If one service is slow to respond, it holds up the entire response and the application latency increases, which usually results in miserable users.
Cascading failures
[bookmark: idm45549840464264]Similar to response latencies, a failure in one of the services can lead to a cascading failure that could ultimately lead to a complete breakdown of the application.
[bookmark: idm45549840459192]Instead of implementing solutions to solve the potential problems that you run into by using synchronous communication, you should consider using asynchronous communication between services. With asynchronous communication between services, the client makes a call but does not block until it gets a response; instead, it can use the freed-up resources to do other things. In a cloud native world, event and queue-based asynchronous messaging are the most popular patterns for IPC.
[bookmark: Gateways__In_the_world_of_micros]Gateways
[bookmark: ix_gtwy]In the world of microservices and functions, the functionality clients require usually spreads across multiple services and functions. How do clients know what endpoints to call? Also, what happens if you redeploy existing services to different endpoints or introduce new services?
[bookmark: idm45549840453512][bookmark: idm45549840456248][bookmark: idm45549840452520]At a higher level, you can differentiate between two types of gateways: API gateways and application gateways. The latter doesn’t necessarily have anything to do with the APIs, and they are typically used for Secure Sockets Layer (SSL) offloading and routing for static resources (HTML, CSS files, etc.) or routing to object storage.
The API gateways can help to solve the problems we mentioned earlier. One or more API gateways can sit between the clients and services. Their responsibility can vary—from routing incoming requests to underlying services to exposing business APIs through a common endpoint, and performing tasks such as SSL termination or authentication. Additionality, gateways can be layered: you can have one gateway responsible for offloading SSL, the next one will do the authentication and authorization, and then the last one might do the actual routing to the underlying services.
[bookmark: Routing__Routing_is_one_of_the_m]Routing
[bookmark: idm45549840448104][bookmark: idm45549840447224]Routing is one of the most common functions of a gateway. In this scenario, a gateway acts as a reverse proxy and routes incoming requests to backend services, as shown in Figure 3-13. A reverse proxy typically sits inside a private network and manages incoming client requests to the appropriate backend services.
The pattern is useful when clients need to communicate with one endpoint. The gateway is then responsible for routing the request to the various services based on IP, port, headers, or the URL. This simplifies the logic that clients need to implement because only single endpoints need to be used.
When making decisions on whether to use this pattern, you need to take into account the operating costs and maintaining the gateway. Because you are abstracting multiple services behind one endpoint, the gateway might also become a severe bottleneck; you need to ensure that the gateway can handle the load and scale it appropriately. Alternatively, you can use one of the cloud-provider–managed gateway services and have it take care of operating and maintaining the gateway for you.
[bookmark: Figure_3_13__Gateway_used_for_ro][image: clna 0313] 
Figure 3-13. Gateway used for routing
[bookmark: Aggregation__A_gateway_can_also]Aggregation
[bookmark: idm45549840442648][bookmark: idm45549840435752]A gateway can also act as an aggregator: it takes one request from the client and makes multiple requests to the underlying services. It then aggregates the service responses and returns the single response back to the client, as shown in Figure 3-14.
[bookmark: Figure_3_14__Aggregating_multipl][image: clna 0314] 
Figure 3-14. Aggregating multiple requests into a single one
When a client makes a request (1), the gateway makes multiple requests to underlying services or functions (2), the services respond (3), and the gateway aggregates the results and returns it to the client (4). The main benefit of this approach is to reduce the traffic between clients and services; instead of a client making multiple requests to different endpoints it creates a single request to the gateway. One thing to note with gateway aggregations is to ensure that you are not introducing any coupling between the gateway and services. If you are doing aggregation in the gateway, be cognizant of the additional load that’s being introduced. Also, be careful with adding to the gateway that might cause it to become a monolith. If your aggregation logic is becoming too much for the gateway or if the gateway is breaking down from the load, it might work better if you introduce a separate aggregation or batch service, as shown in Figure 3-15.
[bookmark: Figure_3_15__Gateway_with_dedica][image: clna 0315] 
Figure 3-15. Gateway with dedicated aggregation service
Moving the aggregation logic out of the gateway lessens the load on the gateway. It also gives you the ability to separately update the aggregation/batching service, without affecting the gateway.
[bookmark: Offloading__One_of_the_most_comm]Offloading
[bookmark: idm45549840429192][bookmark: idm45549840431000][bookmark: idm45549840425560]One of the most common uses for gateways is to offload different functionality from individual services and do them at the gateway level. For example, instead of having each service be responsible for SSL termination, you can offload this functionality to the gateway instead. Using SSL termination also separates security assets like certificates.
If you decide to use the offloading, make sure that you are offloading only functionality that’s used by all services, often referred to as cross-cutting concerns, and never offload any business logic to the gateway. Here are some examples of functionality that can be offloaded from the individual services and used at the gateway level:
Authentication and authorization
Rate limiting, retry policies, circuit breaking
Caching
Compression
SSL offloading
Logging and monitoring
You need to keep in mind that the performance can decrease as you offload more functionality into the gateway. Therefore, just as it is essential to monitor your service, it is essential to monitor the gateways as well.
[bookmark: Implementing_Gateways__There_are]Implementing Gateways
[bookmark: idm45549840413336][bookmark: idm45549840412488]There are multiple technologies available for implementing gateways. The most popular proxies that are used for gateways are NGINX, HAProxy, and Envoy. All of these are reverse proxies that offer load balancing, SSL, and routing. All these proxies are battle-tested in many production scenarios
[bookmark: idm45549840410120][bookmark: idm45549840409624][bookmark: idm45549840408680]In addition to implementing your gateway, you could decide to go the managed route and use one of the cloud providers’ offerings, such as Azure Application Gateway, Azure Frontdoor, or Amazon API Gateway.
[bookmark: Egress__The_previous_section_exa]Egress
[bookmark: idm45549840406824][bookmark: idm45549840405944][bookmark: idm45549840405240]The previous section examined ingress gateways that deal with traffic entering your system and can do various tasks such as routing or offloading functionality. Similarly, an egress gateway running inside your private network can help direct and control all traffic exiting the private network. This enables your services to access any external services in a controlled way. For example, you can use an egress gateway to block all outbound connections from your private network. This is crucial for security in case your services are compromised. Blocking all outbound connections prevents potential attackers from making outbound calls and perform further attacks.
[bookmark: idm45549840403224][bookmark: idm45549840402376]Using an egress gateway as part of a service mesh such as Istio offers even more granular control over outgoing traffic and provides additional features such as Transport Layer Security (TLS) origination. For example, you can configure Istio to perform TLS origination for traffic to external services where the egress gateway accepts unencrypted internal HTTP connections, encrypt the requests, and forward them to external services. Additionally, you can control the use of wildcard hosts to direct traffic to a set of hosts within a common domain; for example, allowing access to *.example.com, or limit egress traffic to a set of IP addresses.
You should consider using an egress gateway if you need to monitor or control access to external services.
[bookmark: Service_Mesh__In_the_cloud_nativ]Service Mesh
[bookmark: ix_sermsh]In the cloud native world, each service is built and deployed independently, and each service potentially communicates with other microservices. As your solution grows, you develop more and more microservices, which also means the communication between services increases and also becomes more complicated. With communication being important, your services need to be resilient and almost immune to any network issues. You need to have a way to implement request retries and define timeouts, circuit breakers, and similar. Having a single library with communication-specific functionality that does all this is one way to go, but it might not help you much if your services are implemented using different programming languages. You could decide to rewrite it for each language separately, but you end up with services using the same functionality but implemented in a different language, as shown in Figure 3-16.
[bookmark: Figure_3_16__Service_using_separ][image: clna 0316] 
Figure 3-16. Service using separate libraries with the same functionality
Managing libraries can quickly become a nightmare because you need to ensure that each language-specific implementation of the library is up-to-date with the others. Any changes made to one version of the library need to be made to all different versions, and so on.
One of the ideas behind the service mesh is to increase developer productivity by moving common functionality out of each service and into the service mesh. This also allows for the separation of concerns between the service features and service mesh common functionality. If you move the functionality to the mesh, you no longer need to maintain different libraries, and you end up with the state shown in Figure 3-17.
[bookmark: Figure_3_17__Common_functionalit][image: clna 0317] 
Figure 3-17. Common functionality living inside the proxy
[bookmark: idm45549840386136][bookmark: idm45549840385736][bookmark: idm45549840389656]The main building block of any service mesh is a proxy that runs next to each service instance. In the case of Kubernetes, the proxy runs as a sidecar in the same pod as your service, and they share the same network. The proxy’s job is to intercept all requests entering or exiting the service. Each proxy has its configuration that defines how the incoming or outgoing traffic is handled. In addition to dealing with the traffic and requests, the proxy also emits metrics that can be collected by the service mesh control plane. As an alternative to the sidecar proxy, you can run one proxy per host instead—in Kubernetes you can use a DaemonSet to achieve this.
Using the sidecar proxy is simple and doesn’t require a lot of configuration; however, there is an additional resource cost because you are running an extra container within each pod. This can become problematic if you run many instances of your services. You could reduce the costs by running a proxy on each host instead; however, the configuration to set this up might not be straightforward as compared to the sidecar proxy. When deciding whether you should go with the sidecar approach or a per-host approach, consider the following:
The number of services and sidecar proxies: resource consumption grows as the number of service replicas grows. If you have more than one sidecar proxy per service, the resource consumption increases even faster.
A language sidecar in which proxies are implemented can add to more resource utilization (e.g., if you are using Java).
Not all services require a dedicated proxy: consider moving from the sidecar pattern to the per-host pattern and reusing proxy functionality (for example, metrics and log aggregation can be done per-host instead of a per-service with a sidecar proxy).
The number of requests between service and proxy: requests sent to the sidecar proxy go through fewer steps than requests if you’re using a per-host proxy.
[bookmark: idm45549840388424][bookmark: idm45549840378584][bookmark: idm45549840377736][bookmark: idm45549840377128][bookmark: idm45549840369896][bookmark: idm45549840381240]The Istio service mesh runs the Envoy proxy next to each instance of the service, whereas the other popular service mesh solution, Linkerd2, uses its ultralight transparent proxy written in Rust, and it allows for running the proxy either as a sidecar or one per host. Consul Connect from HashiCorp also supports Envoy. Table 3-1 compares the different service mesh solutions.
	[bookmark: Table_3_1__Comparing_service_mes]Table 3-1. Comparing service mesh solutions

	Istio
	Linkerd2
	Consul Connect

	Proxy pattern
	Sidecar
	Sidecar
	Sidecar

	Supported protocols
	HTTP 1.1/HTTP2/gRPC/TCP
	HTTP 1.1/HTTP2/gRPC/TCP
	TCP

	Proxy
	Envoy
	Native
	Pluggable (native or Envoy, NGINX, HAProxy)

	Encryption
	Yes
	Yes (experimental)
	Yes

	Automatic proxy injection
	Yes
	Yes
	Yes

	Traffic control
	Yes (label based)
	Not yet (Linkerd v1.0 supports it)
	Yes (pluggable)

	Resiliency (timeouts, retries)
	Yes
	Yes
	Pluggable

	Tracing
	Jaeger
	Not yet
	Pluggable

	Metrics
	Prometheus
	Prometheus
	Prometheus


[bookmark: idm45549840339080][bookmark: idm45549840338104][bookmark: idm45549840337256][bookmark: idm45549840336408]To clarify how proxies and different service mesh parts work together, let’s take an example of a request retry policy that we want to apply to the services running in the mesh. YAML is usually used to define different rules, such as the request retry policies, of the service mesh. After a rule is applied, the proxies in the service mesh are reconfigured using this rule. The collection of all proxies in the service mesh is usually referred to as the data plane. The part of the service mesh that controls the data plane is called a control plane. A typical service mesh architecture would look something like the one depicted in Figure 3-18.
[bookmark: Figure_3_18__Service_mesh_archit][image: clna 0318] 
Figure 3-18. Service mesh architecture
As a service mesh user, you don’t want to be responsible for managing the proxies in the data plane. One of the control plane’s responsibilities is to ensure that the data plane is correctly reconfigured. For example, you want to set the HTTP timeout across your mesh to be 60 seconds. You send a request to the control plane, and the control plane ensures each proxy in the data plane receives a new configuration and reconfigures itself.
The control plane usually exposes an API that is used for configuring the service mesh. In addition to the API, there are generally other services running as part of the control plane; for example, services that handle the policy and telemetry for services running inside the service mesh.
[bookmark: idm45549840322648]We can group the main features of a service mesh as follows:
Traffic management
Failure handling
Security
Tracing and monitoring
[bookmark: Traffic_management__As_the_name]Traffic management
[bookmark: idm45549840326936][bookmark: idm45549840321160]As the name suggests, the purpose of the traffic management features in the service mesh is to manage traffic between services within the mesh as well as for external services that are being accessed by the in-mesh services.
Each service within a mesh can have multiple endpoint instances. These instances could be VMs, containers, or pods running in Kubernetes. If you are not doing any traffic management, all traffic destined for a service eventually reaches one of the endpoint instances. To manage traffic to the endpoints, you need to define subsets in the pool of all service instances. For example, these instances could be different versions of your service using different Docker images, same-service versions but deployed in different environments, and so on. Figure 3-19 shows an example of different subsets of the same service.
[bookmark: Figure_3_19__Different_service_s][image: clna 0319] 
Figure 3-19. Different service subsets
You can use various criteria, such as request headers, URL, or weights associated with specific subsets, to decide which instances receive the incoming traffic. These criteria are usually defined in terms of rules that are sent to the service mesh control plane. The following are some of the most common criteria for traffic routing:
Request headers
[bookmark: idm45549840312968]You use HTTP headers, URIs scheme, or HTTP methods on the incoming requests to determine whether you want to apply the routing rules. For example, you could route a portion of the traffic to specific subsets only if the request includes a custom header called x-beta-version with a value of 1.
URI
[bookmark: idm45549840311416]This option uses the request URI to do the matching. You could match parts or full URI to make a decision about where to route the traffic.
Sources
[bookmark: idm45549840307080]You could route traffic only if it’s coming from a specific source. For example, you want to apply rules only if traffic is coming from Service A. If traffic comes from Service B, a different set of routing rules is used.
These rules are applied to the control plane, and the control plane ensures each sidecar proxy gets them. Finally, proxies get reconfigured based on these rules and route the traffic accordingly.
[bookmark: Failure_handling__In_a_distribut]Failure handling
[bookmark: idm45549840305064][bookmark: idm45549840304552][bookmark: idm45549840300616][bookmark: idm45549840300008]In a distributed system you should always assume service communication will fail due to different faults. These faults are not necessarily just because of bugs introduced in the service code. For example, failures can occur due to network or infrastructure issues. There are two types of failures: transient and nontransient. Transient failures can happen anytime, and most of the time the operation will succeed after a couple of retries. Nontransient failures are more permanent; for example, accessing a file that was deleted. All of this means that you need to write your code in a way that accounts for these types of failures and ensures that your service continues to respond and run correctly.
[bookmark: idm45549840299400][bookmark: idm45549840296216][bookmark: idm45549840295272]In addition to the traffic management features, a service mesh should also support how the request failures are handled by defining request timeouts, retries, and circuit breakers. The defaults for timeouts and retries are set per each service and the service version. A service mesh should also have an option of overwriting these settings on a per-request basis, ideally by providing special HTTP headers (Istio, for example, has x-envoy-upstream-rq-timeout-ms and x-envoy-max-retries headers). Keep this in mind when deciding to use these features, because some of the libraries you use could have this functionality included.
Circuit breakers are another feature that you can use to make your services more resilient. The Circuit Breaker pattern is used to prevent additional failures and strain on the entire system, by managing access to the failing services. If a circuit breaker trips, it will prevent further access to the failing service.
As part of the Circuit Breaker pattern, you define the conditions or threshold that makes the circuit breaker trip, and you “wrap” your services within the circuit breaker. If the circuit breaker trips based on the set conditions (for example, 10 failures within a 5-second period), the tripped circuit breaker will prevent additional access to the failing service by excluding it.
Circuit breakers need to be defined per each destination that receives the traffic. The implementation of the circuit breaker in the Envoy proxy tracks the status of each host, and if any of the hosts reaches the predefined threshold, it will eject it from the pool of available hosts. If you have 10 instances of your pod running, the circuit breaker will remove any instances that misbehave, so none of the requests can reach them anymore.
[bookmark: idm45549840284184]In addition to the threshold, you can also define for how long to eject misbehaving hosts (baseEjectionTime) as well as the size of the connection pool and the maximum number of requests for each connection.
[bookmark: idm45549840290280]The other part of failure features is the ability to inject failures into your services. This can significantly help you with testing how the services behave if something goes wrong. There are two ways to inject faults into the services:
HTTP aborts
[bookmark: idm45549840285064]This option allows you to abort an incoming request with a specific code. For example, if you ever wondered how your system would behave if a downstream service starts responding with an HTTP 404 error code, you can do this now.
HTTP delays
[bookmark: idm45549840281752]In addition to the aborts, you can also test how your service behaves if you inject latency into the request.
[bookmark: Security__At_a_high_level__the_s]Security
[bookmark: ix_secsermsh][bookmark: ix_sermshsec]At a high level, the security in the service mesh can be broken down to authentication, or who you are and what’s your identity, and authorization, or what can you do or access within the system. The requirements for services security involve traffic encryption for preventing man-in-the-middle attacks and mutual TLS and configurable access policy.
[bookmark: idm45549840273736]In the Istio service mesh, for example, there are multiple components that work together to deliver the security features for the services running inside the service mesh:
Citadel provides key and certificate management.
Envoy proxies running as service sidecars and ingress/egress proxies are responsible for implementing secure communication between services.
Pilot distributes auth policies and secure naming information to Envoy proxies.
Mixer manages authorization and auditing.
The relationship between components working together to enable security features is visualized in Figure 3-20.
[bookmark: Figure_3_20__Components_involved][image: clna 0320] 
Figure 3-20. Components involved in Istio security
[bookmark: idm45549840265032]Identity is a fundamental part of any security infrastructure. When two services try to communicate with each other, they need to exchange credentials for mutual authentication purposes. Istio uses the platforms’ identity to determine the service identity—for example, for Kubernetes, Istio uses the Kubernetes service accounts. As the next step in the communication between services, the client side checks the servers’ identity against the secure naming. The secure naming information is generated automatically and pushed to the sidecar proxies, and it maps the identity to the service name and tells the proxies whether the identity is allowed and authorized to run a service. On the server side, authorization policies are used to determine what information the client can access.
[bookmark: Authentication__mutual_TLS__and]Authentication, mutual TLS, and JWT tokens
We can differentiate between two types of authentication: service-to-service authentication and end-user authentication.
[bookmark: idm45549840261480][bookmark: idm45549840264056][bookmark: idm45549840263448]You can implement and enable service-to-service or transport authentication by using mutual TLS for each service without making any changes to your services source code. Any requests that service receives will have the authentication policy applied. In Istio, the Citadel is a component that issues the certificates that the proxies use to communicate with one another. The end-user or origin authentication uses JSON web tokens (JWT) to enable request-level authentication.
[bookmark: idm45549840260424][bookmark: idm45549840254936]Any authentication policies defined on the service mesh need to be able to be applied on multiple scopes. With Istio, the policies can be stored in namespace-scope or mesh-scope storage. The difference between the two is that the policies in the namespace-scope storage affect only services in the same namespaces, and the policies in the mesh-scope affect all services in the mesh. In addition to the scope, each policy needs to specify the services to which the policy applies.
[bookmark: Authorization__You_need_to_defin]Authorization
[bookmark: idm45549840259080][bookmark: idm45549840256888]You need to define authorization in the service mesh on different levels. Istio, for example, provides the following access control levels:
Namespace-level access control
Service-level access control
Method-level access control
[bookmark: idm45549840246856][bookmark: idm45549840246248][bookmark: idm45549840245640]Similarly, as with the authentication policies, Istio stores authorization policies in the config store, and pilot watches for any changes in the policy and updates the proxies. Envoy proxies then evaluate requests against the policies and return the result, ALLOW or DENY.
Authorization can be enabled or disabled with a mesh-wide setting. You can turn the policy on or off for all services, or use inclusion or exclusion settings to either apply the policy to service or except the services from the policy.
Using a separate set of resources, you can define the individual authorization policies for users, groups, or services. The combination of these two resources determines who is allowed to do what under which conditions. For example, you can create an “admin” service role that has access to all services, all methods (GET, POST, PUT, HEAD, etc.), and all paths in the default namespace. Access to services, methods, and paths should also support matching (e.g., apply the role only to paths starting with /api/v1) because this gives you better control and the ability to come up with more fine-grained rules. For example, you could allow only GET methods on paths that start with API. Additionally, you should also be able to add constraints, which you can use to further constrain the rules based on the destination data (e.g., IP, port, labels, and name) or request headers.
[bookmark: Tracing_and_monitoring__The_fact]Tracing and monitoring
[bookmark: idm45549840237560][bookmark: idm45549840239592]The fact that all traffic to and from your services in the mesh goes through the proxy allows the service mesh to automatically collect metrics such as the number of requests, their duration, size, response codes, and so on. Collected metrics then are forwarded to another component (Mixer in the case of Istio) where the aggregation happens.
The Mixer component is installed with a built-in Prometheus adapter that exposes an endpoint. Prometheus can then scrape the metrics endpoint on the Mixer to collect the metrics sent from the proxies. Finally, you can visualize the collected metrics by using Grafana, which we explain in more detail in Chapter 5.
Envoy proxies are also configured to send tracing information that can be viewed with Jaeger automatically. As a service developer, you need to ensure that you are attaching trace and span headers to any downstream service requests—this gives Jaeger additional tips on how to tie the traces together.
[bookmark: idm45549840226616]Each time a request enters the system, the request ID header value is set. This value, (sometimes also referred to as the aforementioned CID) can be used to trace the requests as they make their way through your system. In case of any errors, you could return this ID to the client so that it can be used to trace the failed request and determine what went wrong. Figure 3-21 shows how the request ID is generated and flows through the system.
[bookmark: Figure_3_21__Requests_with_x_req][image: clna 0321] 
Figure 3-21. Requests with x-request-id header
[bookmark: Example_Architecture__An_example]Example Architecture
[bookmark: ix_IoTexser][bookmark: ix_clnadesex][bookmark: idm45549840223288][bookmark: idm45549840222520][bookmark: idm45549840221464]An example can go a long way in providing an understanding of concepts such as designing for the cloud. The following example architecture does not cover every scenario, but it does demonstrate how to apply the various concepts. All good architectures are based on business requirements, and the architecturally significant requirements will often be the driving factors in selecting an architectural approach. The architecturally significant requirements will include nonfunctional requirements, which are those that define the quality attributes of the system, like security, scale, performance, availability, and more.
[bookmark: idm45549840215432]In this example scenario, users are able to manage and view information for multiple types of devices in their home. The service must also be able to support a large and growing number of homes, users, and devices. The device types will continue to grow and the devices within a home will change as users add and change smart devices. The user will be able to manage devices using a mobile application and a single-page application (SPA) from anywhere they can get an internet connection. The user can also receive alerts generated in the device itself or identified in the cloud services. They will also opt in to an agreement allowing the anonymized data from the devices to be analyzed. The service also needs to be able to cater to a growing developer community and home automation hobbyists interested in integrating applications with the cloud services.
The high-level architecture overview presented in Figure 3-22 shows devices connected to a service in the cloud. Devices will be sending large amounts of telemetry data to a service in the cloud at a defined interval and they will receive commands from the cloud that can be generated by users or other events. Users also connect to services in the cloud through a mobile application or a web browser so that they can manage and view information about the devices in their home. Data is analyzed as it’s sent to the cloud and is stored for batch analysis. You can read more about data in the cloud in Chapter 4.
[bookmark: Figure_3_22__High_level_example][image: clna 0322] 
Figure 3-22. High-level example architecture overview
[bookmark: idm45549840219176]A closer look at the services for storing and analyzing the device telemetry data, as shown in Figure 3-23, shows the data moving through different paths for processing. This split processing of streaming data through hot, warm, and cold paths is also referred to as a lambda architecture. You can find more information on storing and analyzing data in Chapter 4. A cloud provider device management service is being used to connect the devices to the cloud. This service could be Azure IoT Hub, AWS IoT Core, or Google Cloud IoT Core.
Note
Alternatively, devices could connect to a cloud backend through a web API, but this would result in a less optimal service that would then need to be built and operated. This would increase the overall cost of the service and potentially delay the time to market. A cloud native approach uses as much of the cloud.
Devices send their telemetry data through the cloud provider’s device management service. The telemetry data is written to a data stream where it can be consumed by multiple different subscribers. Each subscriber is able to work with its own view of the stream processing data at different rates, independent of one another.
[bookmark: idm45549840200616][bookmark: idm45549840218168]As illustrated in Figure 3-23, a cloud provider service is configured to process data from the stream into object storage, which is sometimes referred to as the cold path. Object storage is inexpensive, and data for a large number of devices and users can be retained for long periods with minimal infrastructure and operating costs. This data then can be analyzed at a later time, and trends over large periods of time or across a large number of devices can be identified.
Another subscriber processes data into a time-series service, which could be something like Azure Time Series Insights, Amazon Timestream, or even Google BigTable. This data is used for more near-real-time batch analytics and display of device telemetry data over the last hour or days. The data in this service then is automatically moved to slower and cheaper data storage as it ages, and the data is down-sampled because the fidelity of the data over time is less important in this datastore. At some point, the data will expire and is no longer retained in this datastore. Systems needing historical information beyond the defined timeframe will need to load it from cold storage. A process to rehydrate a time-series store from cold storage can be put in place to simplify applications that consume the data.
Another subscriber is processing data from the stream, either performing complex event processing or streaming analytics. This hot path is used to detect conditions in a small period of time from receiving the data. The time can often vary from milliseconds to minutes. This can be used to generate an alert that’s sent to the user when temperatures are close to freezing point.
[bookmark: Figure_3_23__Telemetry_data_inge][image: clna 0323] 
Figure 3-23. Telemetry data ingestion and analytics
The smart home device management service includes a backend API that’s used by developers who are interested in integrating with the service, and is used by the clients—both the mobile and the SPA. Figure 3-24 illustrates how the API is composed of multiple services, some of which are containers running in a Kubernetes cluster, and some of which are functions running on the cloud provider’s FaaS platform. The team’s preferred compute model is FaaS, but some of the workloads are long running or have complex environment requirements, and some teams prefer containers. The various teams are encouraged to use a compute model best suited for their implementation needs. Some of the services use a CaaS compute model through Kubernetes virtual kublet for running some Kubernetes jobs.
[bookmark: idm45549840186792]An API gateway is used to offload some API management requirements. The API gateway is responsible for authenticating requests and throttling users that are sending an excessive number of requests to maintain quality of service for all users consuming the service.
[bookmark: Figure_3_24__Backend_device_mana][image: clna 0324] 
Figure 3-24. Backend device management API
[bookmark: idm45549840192776][bookmark: idm45549840195288]Figure 3-25 shows an SPA being served to a user through a content delivery network (CDN) with a block storage service as the origin. An SPA generally consists of static resources. These static resources can be stored and served to users from block storage. The CDN enables fast loading of these static resources because they are cached at an edge closer to the client. The SPA must make use of cache-busting techniques like putting a hash on resources that have changed, or invalidating specific items in the CDN cache when updates are pushed to storage. The tasks are implemented in the Continuous Delivery pipeline.
[bookmark: Figure_3_25__Serverless_SPA][image: clna 0325] 
Figure 3-25. Serverless SPA
[bookmark: Summary__As_mentioned_at_the_beg]Summary
[bookmark: idm45549840188728][bookmark: idm45549840184392]As mentioned at the beginning of this chapter, each architecture is different, and there is no one-size-fits-all architecture. Nonetheless, there are specific components and building blocks in a cloud native application architecture that, if designed the wrong way, can cause many problems down the road. By understanding the technologies and patterns described in this chapter, you should be well prepared for designing a cloud native application from the compute side. Chapter 4 covers the other important part of cloud native applications: working with data.
[bookmark: Chapter_4__Working_with_Data___C_1][bookmark: Chapter_4__Working_with_Data___C][bookmark: Chapter_4__Working_with_Data___C_2][bookmark: Top_of_ch04_html]Chapter 4. Working with Data
[bookmark: ix_dawk][bookmark: idm45549840177960][bookmark: idm45549840176424]Cloud computing has made a big impact on how we build and operate software today, including how we work with the data. The cost of storing data has significantly decreased, making it cheaper and more feasible for companies to keep vastly larger amounts of data. The operational overhead of database systems is considerably less with the advent of managed and serverless data storage services. This has made it easier to spread data across different data storage types, placing data into the systems better suited to manage the classification of data stored. A trend in microservices architectures encourages the decentralization of data, spreading the data for an application across multiple services, each with its own datastores. It’s also common that data is replicated and partitioned in order to scale a system. Figure 4-1 shows how a typical architecture will consist of multiple data storage systems with data spread across them. It’s not uncommon that data in one datastore is a copy derived from data in another store, or has some other relationship to data in another store.
[bookmark: idm45549840169928][bookmark: idm45549840172008][bookmark: idm45549840169272]Cloud native applications take advantage of managed and serverless data storage and processing services. All of the major public cloud providers offer a number of different managed services to store, process, and analyze data. In addition to cloud provider–managed database offerings, some companies provide managed databases on the cloud provider of your choice. MongoDB, for example, offers a cloud-managed database service called MongoDB Atlas that is available on Amazon Web Services (AWS), Microsoft Azure, and Google Cloud Platform (GCP). By using a managed database, the team can focus on building applications that use the database instead of spending time provisioning and managing the underlying data systems.
[bookmark: Figure_4_1__Data_is_often_spread][image: clna 0401] 
Figure 4-1. Data is often spread across multiple data systems
Note
[bookmark: idm45549840166376][bookmark: idm45549840164920]Serverless database is a term that has been used to refer to a type of managed database with usage-based billing in which customers are charged based on the amount of data stored and processed. This means that if a database is not being accessed, the user is billed only for the amount of data stored. When there is an operation on the database, either the user is charged for the specific operation or the database is scaled from zero and back during the processing of the operation.
[bookmark: idm45549840161224]Cloud native applications take full advantage of the cloud, including data systems used. The following is a list of cloud native application characteristics for data:
Prefer managed data storage and analytics services.
Use polyglot persistence, data partitioning, and caching.
Embrace eventual consistency and use strong consistency when necessary.
Prefer cloud native databases that scale out, tolerate faults, and are optimized for cloud storage.
Deal with data distributed across multiple datastores.
[bookmark: idm45549840155992][bookmark: idm45549840155208][bookmark: idm45549840154232]Cloud native applications often need to deal with silos of data, which require a different approach to working with data. There are a number of benefits to polyglot persistence, decentralized data, and data partitioning, but there are also trade-offs and considerations.
[bookmark: Data_Storage_Systems__There_are]Data Storage Systems
[bookmark: ix_dawkdss]There are a growing number of options for storing and processing data. It can be difficult to determine which products to use when building an application. Teams will sometimes engage in a number of iterations evaluating languages, frameworks, and the data storage systems that will be used in the application. Many are still not convinced they made the correct decision, and it’s common for those storage systems to be replaced or new ones added as the application evolves anyway.
It can be helpful to understand the various types of datastores and the workloads they are optimized for when deciding which products to use. Many products are, however, multimodel and are designed to support multiple data models, falling into multiple data storage classifications. Applications will often take advantage of multiple data storage systems, storing files in an object store, writing data to a relational database, and caching with an in-memory key/value store.
[bookmark: Objects__Files__and_Disks__Every]Objects, Files, and Disks
[bookmark: idm45549840148376][bookmark: idm45549840147288][bookmark: idm45549840146344][bookmark: idm45549840140264]Every public cloud provider offers an inexpensive object storage service. Object storage services manage data as objects. Objects are usually stored with metadata for the object and a key that’s used as a reference for the object. File storage services generally provide shared access to files through a traditional file sharing model with a hierarchical directory structure. Disks or block storage provides storage of disk volumes used by computing instances. Determining where to store files such as images, documents, content, and genomics data files will largely depend on the systems that access them. Each of the following storage types is better suited for different types of files:
Note
[bookmark: idm45549840137896]You should prefer object storage for storing file data. Object storage is relatively inexpensive, extremely durable, and highly available. All of the major cloud providers offer different storage tiers enabling cost saving based on data access requirements.
Object/blob storage
[bookmark: idm45549840135160]Use it with files when the applications accessing the data support the cloud provider API.
It is inexpensive and can store large amounts of data.
Applications need to implement a cloud provider API. If application portability is a requirement, see Chapter 7.
File storage
[bookmark: idm45549840130024][bookmark: idm45549840129288]Use it with applications designed to support Network Attached Storage (NAS).
Use it when using a library or service that requires shared access to files.
It is more expensive than object storage.
Disk (block) storage
[bookmark: idm45549840122712]Use it for applications that assume persistent local storage disks, like MongoDB or a MySQL database.
[bookmark: idm45549840123192][bookmark: idm45549840122072]In addition to the various cloud provider–managed storage options for files and objects, you can provision a distributed filesystem. The Hadoop Distributed File System (HDFS) is popular for big data analytics. The distributed filesystem can use the cloud provider disk or block storage services. Many of the cloud providers have managed services for popular distributed filesystems that include the analytics tools used. You should consider these filesystems when using the analytics tools that work with them.
[bookmark: Databases__Databases_are_general]Databases
[bookmark: ix_dawkdssdb][bookmark: ix_dbs][bookmark: idm45549840118376]Databases are generally used for storing more structured data with well-defined formats. A number of databases have been released over the past few years, and the number of databases available for us to choose from continues to grow every year. Many of these databases have been designed for specific types of data models and workloads. Some of them support multiple models and are often labeled as multimodel databases. It helps to organize databases into a group or classification when considering which database to use where in an application.
[bookmark: Key_value__Often__application_da]Key/value
[bookmark: idm45549840111688][bookmark: idm45549840113672]Often, application data needs to be retrieved using only the primary key, or maybe even part of the key. A key/value store can be viewed as simply a very large hash table that stores some value under a unique key. The value can be retrieved very efficiently using the key or, in some cases, part of the key. Because the value is opaque to the database, a consumer would need to scan record-by-record in order to find an item based on the value. The keys in a key/value database can comprise multiple elements and even can be ordered for efficient lookup. Some of the key/value databases allow for the lookup using the key prefix, making it possible to use compound keys. If the data can be queried based on some simple nesting of keys, this might be a suitable option. If we’re storing orders for customer xyz in a key/value store, we might store them using the customer ID as a key prefix followed by the order number, “xyz-1001.” A specific order can be retrieved using the entire key, and orders for customer xyz could be retrieved using the “xyz” prefix.
Note
[bookmark: idm45549840107688]Key/value databases are generally inexpensive and very scalable datastores. Key/value data storage services are capable of partitioning and even repartitioning data based on the key. Selecting a key is important when using these datastores because it will have a significant impact on the scale and the performance of data storage reads and writes.
[bookmark: Document__A_document_database_is]Document
[bookmark: idm45549840108840][bookmark: idm45549840108328][bookmark: idm45549840107944]A document database is similar to a key/value database in that it stores a document (value) by a primary key. Unlike a key/value database, which can store just about any value, the documents in a document database need to conform to some defined structure. This enables features like the maintenance of secondary indexes and the ability to query data based on the document. The values commonly stored in a document database are a composition of hashmaps (JSON objects) and lists (JSON arrays). JSON is a popular format used in document databases, although many database engines use a more efficient internal storage format like MongoDB’s BSON.
Tip
You will need to think differently about how you organize data in a document-oriented database when coming from relational databases. It takes time for many to make the transition to this different approach to data modeling.
You can use these databases for much of what was traditionally stored in a relational database like PostgreSQL. They have been growing in popularity and unlike wwith relational databases, the documents map nicely to objects in programming languages and don’t require object relational mapping (ORM) tools. These databases generally don’t enforce a schema, which has some advantages with regard to Continuous Delivery (CD) of software changes requiring data schema changes.
Note
[bookmark: idm45549840092696]Databases that do not enforce a schema are often referred to “schema on read” because although the database does not enforce the schema, an inherent schema exists in the applications consuming the data and will need to know how to work with the data returned.
[bookmark: Relational__Relational_databases]Relational
[bookmark: idm45549840090536][bookmark: idm45549840100728][bookmark: idm45549840096216]Relational databases organize data into two-dimensional structures called tables, consisting of columns and rows. Data in one table can have a relationship to data in another table, which the database system can enforce. Relational databases generally enforce a strict schema, also referred to schema on write, in which a consumer writing data to a database must conform to a schema defined in the database.
[bookmark: idm45549840093256]Relational databases have been around for a long time and a lot of developers have experience working with them. The most popular and commonly used databases, as of today, are still relational databases. These databases are very mature, they’re good with data that contains a large number of relationships, and there’s a large ecosystem of tools and applications that know how to work with them. Many-to-many relationships can be difficult to work with in document databases, but in relational database they are very simple. If the application data has a lot of relationships, especially those that require transactions, these databases might be a good fit.
[bookmark: Graph__A_graph_database_stores_t]Graph
[bookmark: idm45549840086744][bookmark: idm45549840086008][bookmark: idm45549840085400][bookmark: idm45549840084792]A graph database stores two types of information: edges and nodes. Edges define the relationships between nodes, and you can think of a node as the entity. Both nodes and edges can have properties providing information about that specific edge or node. An edge will often define the direction or nature of a relationship. Graph databases work well at analyzing the relationships between entities. Graph data can be stored in any of the other databases, but when graph traversal becomes increasingly complex, it can be challenging to meet the performance and scale requirements of graph data in the other storage types.
[bookmark: Column_family__A_column_family_d]Column family
[bookmark: idm45549840081288][bookmark: idm45549840080792]A column-family database organizes data into rows and columns, and can initially appear very similar to a relational database. You can think of a column-family database as holding tabular data with rows and columns, but the columns are divided into groups known as column families. Each column family holds a set of columns that are logically related together and are typically retrieved or manipulated as a unit. Other data that is accessed separately can be stored in separate column families. Within a column family, new columns can be added dynamically, and rows can be sparse (that is, a row doesn’t need to have a value for every column).
[bookmark: Time_series__Time_series_data_is]Time-series
[bookmark: idm45549840075992][bookmark: idm45549840075608]Time-series data is a database that’s optimized for time, storing values based on time. These databases generally need to support a very high number of writes. They are commonly used to collect large amounts of data in real time from a large number of sources. Updates to the data are rare and deletes are often completed in bulk. The records written to a time-series database are usually very small, but there are often a large number of records. Time-series databases are good for storing telemetry data. Popular uses include Internet of Things (IoT) sensors or application/system counters. Time-series databases will often include features for data retention, down-sampling, and storing data in different mediums depending on configuration data usage patterns.
[bookmark: Search__Search_engine_databases]Search
[bookmark: idm45549840070792][bookmark: idm45549840070408][bookmark: idm45549840068808][bookmark: idm45549840071256][bookmark: idm45549840071752]Search engine databases are often used to search for information held in other datastores and services. A search engine database can index large volumes of data with near-real-time access to the indexes. In addition to searching across unstructured data like that in a web page, many applications use them to provide structured and ad hoc search features on top of data in another database. Some databases have full-text indexing features, but search databases are also capable of reducing words to their root forms through stemming and normalization.
[bookmark: Streams_and_Queues__Streams_and]Streams and Queues
[bookmark: idm45549840066952][bookmark: idm45549840066440][bookmark: idm45549840065736][bookmark: idm45549840065032][bookmark: idm45549840060120][bookmark: idm45549840059176]Streams and queues are data storage systems that store events and messages. Although they are sometimes used for the same purpose, they are very different types of systems. In an event stream, data is stored as an immutable stream of events. A consumer is able to read events in the stream at a specific location but is unable to modify the events or the stream. You cannot remove or delete individual events from the stream. Messaging queues or topics will store messages that can be changed (mutated), and it’s possible to remove an individual message from a queue. Streams are great at recording a series of events, and streaming systems are generally able to store and process very large amounts of data. Queues or topics are great for messaging between different services, and these systems are generally designed for the short-term storage of messages that can be changed and randomly deleted. This chapter focuses more on streams because they are more commonly used with data systems, and queues more commonly used for service communications. For more information on queues, see Chapter 3.
Note
[bookmark: idm45549840054840][bookmark: idm45549840055368]A topic is a concept used in a publish-subscribe messaging model. The only difference between a topic and a queue is that a message on a queue goes to one subscriber, whereas a message to a topic will go to multiple subscribers. You can think of a queue as a topic with one, and only one, subscriber.
[bookmark: Blockchain__Records_on_a_blockch]Blockchain
[bookmark: idm45549840050744][bookmark: idm45549840050136][bookmark: idm45549840048472]Records on a blockchain are stored in a way that they are immutable. Records are grouped in a block, each of which contains some number of records in the database. Every time new records are created, they are grouped into a single block and added to the chain. Blocks are chained together using hashing to ensure that they are not tampered with. The slightest change to the data in a block will change the hash. The hash from each block is stored at the beginning of the next block, ensuring that nobody can change or remove a block from the chain. Although a blockchain could be used like any other centralized database, it’s commonly decentralized, removing power from a central organization.
[bookmark: Selecting_a_Datastore__When_sele]Selecting a Datastore
[bookmark: ix_dawkdsssel]When selecting a datastore, you need to consider a number of requirements. Selecting data storage technologies and services can be quite challenging, especially given the cool new databases constantly becoming available and changes in how we build software. Start with the architecturally significant requirements—also known as nonfunctional requirements—for a system and then move to the functional requirements.
Selecting the appropriate datastore for your requirements can be an important design decision. There are literally hundreds of implementations to choose from among SQL and NoSQL databases. Datastores are often categorized by how they structure data and the types of operations they support. A good place to begin is by considering which storage model is best suited for the requirements. Then, consider a particular datastore within that category, based on factors such as feature set, cost, and ease of management.
Gather as much of the following information as you can about your data requirements.
[bookmark: Functional_requirements__Data_fo]Functional requirements
Data format
What type of data do you need to store?
Read and write
How will the data need to be consumed and written?
Data size
How large are the items that will be placed in the datastore?
Scale and structure
How much storage capacity do you need, and do you anticipate needing to partition your data?
Data relationships
Will your data need to support complex relationships?
Consistency model
Will you require strong consistency or is eventual consistency acceptable?
Schema flexibility
What kind of schemas will you apply to your data? Is a fixed or strongly enforced schema important?
Concurrency
Will the application benefit from multiversion concurrency control? Do you require pessimistic and/or optimistic concurrency control?
Data movement
Will your application need to move data to other stores or data warehouses?
Data life cycle
Is the data write-once, read-many? Can it be archived over time or can the fidelity of the data be reduced through down-sampling?
Change streams
[bookmark: idm45549840021928][bookmark: idm45549840021320]Do you need to support change data capture (CDC) and fire events when data changes?
Other supported features
Do you need any other specific features, full-text search, indexing, and so on?
[bookmark: Nonfunctional_requirements__Team]Nonfunctional requirements
Team experience
Probably one of the biggest reasons teams select a specific database solution is because of experience.
Support
Sometimes the database system that’s the best technical fit for an application is not the best fit for a project because of the support options available. Consider whether or not available support options meet the organizations needs.
Performance and scalability
What are your performance requirements? Is the workload heavy on ingestion? Query and analytics?
Reliability
What are the availability requirements? What backup and restore features are necessary?
Replication
Will data need to be replicated across multiple regions or zones?
Limits
Are there any hard limits on size and scale?
Portability
Do you need to deploy on-premises or to multiple cloud providers?
[bookmark: Management_and_cost__Managed_ser]Management and cost
Managed service
When possible, use a managed data service. There are, however, situations for which a feature is not available and needed.
Region or cloud provider availability
Is there a managed data storage solution available?
Licensing
Are there any restrictions on licensing types in the organization? Do you have a preference of a proprietary versus open source software (OSS) license?
Overall cost
What is the overall cost of using the service within your solution? A good reason to prefer managed services is for the reduced operational cost.
[bookmark: idm45549840001096][bookmark: idm45549839998392][bookmark: idm45549839997464]Selecting a database can be a bit daunting when you’re looking across the vast number of databases available today and the new ones constantly introduced in the market. A site that tracks database popularity, db-engines (https://db-engines.com), lists 329 different databases as of this writing. In many cases the skillset of the team is a major driving factor when selecting a database. Managing data systems can add significant operational overhead and burden to the team and managed data systems are often preferred for cloud-native applications, so the availability of managed data systems will quite often narrow down the options. Deploying a simple database can be easy, but consider that the patching, upgrades, performance tuning, backups, and highly available database configurations increase operations burden. Yet there are situations in which managing a database is necessary, and you might prefer some of the new databases built for the cloud, like CockroachDB or YugaByte. Also consider available tooling: it might make sense to deploy and manage a certain database if this avoids the need to build software to consume the data, like a dashboard or reporting systems.
[bookmark: Data_in_Multiple_Datastores__Whe]Data in Multiple Datastores
[bookmark: ix_dawkdmds][bookmark: idm45549839993208]Whether you’re working with data across partitions, databases, or services, data in multiple datastores can introduce some data management challenges. Traditional transaction management might not be possible and distributed transactions will adversely affect the performance and scale of a system. The following are some of the challenges of distributing data:
Data consistency across the datastores
Analysis of data in multiple datastores
Backup and restore of the datastores
The consistency and integrity of the data can be challenging when spread across multiple datastores. How do you ensure a related record in one system is updated to reflect a change in another system? How do you manage copies of data, whether they are cached in memory, a materialized view, or stored in the systems of another service team? How do you effectively analyze data that’s stored across multiple silos? Much of this is addressed through data movement, and a growing number of technologies and services are showing up in the market to handle this.
[bookmark: Change_Data_Capture__Many_of_the]Change Data Capture
[bookmark: ix_CDC][bookmark: ix_dawkdmdscdc][bookmark: idm45549839983320]Many of the database options available today offer a stream of data change events (change log) and expose this through an easy-to-consume API. This can make it possible to perform some actions on the events, like triggering a function when a document changes or updating a materialized view. For example, successfully adding a document that contains an order could trigger an event to update reporting totals and notify an accounting service that an order for the customer has been created. Given a move to polyglot persistence and decentralized datastores, these event streams are incredibly helpful in maintaining consistency across these silos of data. Some common use cases for CDC include:
Notifications
In a microservices architecture, it’s not uncommon that another service will want to be notified of changes to data in a service. For this, you can use a webhook or subscription to publish events for other services.
Materialized views
Materialized views make for efficient and simplified queries on a system. The change events can be used to update these views.
Cache invalidation
Caches are great for improving the scale and performance of a system, but invalidating the cache when the backing data has changed is a challenge. Instead of using a time-to-live (TTL), you can use change events to either remove the cached item or update it.
Auditing
Many systems need to maintain a record of changes to data. You can use this log of changes to track what was changed and when. The user that made the change is often needed, so it might be necessary to ensure that this information is also captured.
Search
Many databases are not very good at handling search, and the search datastores do not provide all of the features needed in other databases. You can use change streams to maintain a search index.
Analytics
The data analytics requirements of an organization often require a view across many different databases. Moving the data to a central data lake, warehouse, or database can enable richer reporting and analytics requirements.
Change analytics
Near-real-time analysis of data changes can be separated from the data access concerns and performed on the data changes.
Archive
In some applications, it is necessary to maintain an archive of state. This archive is rarely accessed, and it’s often better to store this in a less expensive storage system.
Legacy systems
Replacing a legacy system will sometimes require data to be maintained in multiple locations. These change streams can be used to update data in a legacy system.
In Figure 4-2, we see an app writing to a database that logs a change. That change is then written to a stream of change logs and processed by multiple consumers. Many database systems maintain an internal log of changes that can be subscribed to with checkpoints to resume at a specific location. MongoDB, for example, allows you to subscribe to events on a deployment, data, or collection, and provide a token to resume at a specific location. Many of the cloud provider databases handle the watch process and will invoke a serverless function for every change.
[bookmark: Figure_4_2__CDC_used_to_synchron][image: clna 0402] 
Figure 4-2. CDC used to synchronize data changes
The application could have written the change to the stream and the database, but this presents some problems if one of the two operations fails and it potentially creates a race condition. For example, if the application were updating some data in the database, like an account shipping preference, and then failed to write to an event stream, the data in the database would have changed, but the other systems would not have been notified or updated, like a shipping service. The other concern is that if two processes made a change to the same record at close to the same time, the order to events can be a problem. Depending on the change and how it’s processed, this might not be an issue, but it’s something to consider. The concern is that we either record the event that something changed when it didn’t, or change something and don’t record the event.
[bookmark: idm45549839953640]By using the databases change stream, we can write the change or mutation of the document and the log of that change as a transaction. Even though data systems consuming the event stream are eventually consistent after some period of time, it’s important that they become consistent. Figure 4-3 shows a document that has been updated and the change recorded as part of a transaction. This ensures that the change event and the actual change itself are consistent, so now we just need to consume and process that event into other systems.
[bookmark: Figure_4_3__Changes_to_a_record][image: clna 0403] 
Figure 4-3. Changes to a record and operation log in a transaction scope
[bookmark: idm45549839951960][bookmark: idm45549839943672][bookmark: idm45549839950712]Many of the managed data services make this really easy to implement and can be quickly configured to invoke a serverless function when a change happens in the datastore. You can configure MongoDB Atlas to invoke a function in the MongoDB Stitch service. A change in Amazon DynamoDB or Amazon Simple Storage Service (Amazon S3) can trigger a lambda function. Microsoft Azure Functions can be invoked when a change happens in Azure Cosmos DB or Azure Blob Storage. A change in Google Cloud Firestore or object storage service can trigger a Cloud Function. Implementation with popular managed data storage services can be fairly straightforward. This is becoming a popular and necessary feature with most datastores.
[bookmark: Write_Changes_as_an_Event_to_a_C]Write Changes as an Event to a Change Log
[bookmark: idm45549839959384][bookmark: idm45549839958536][bookmark: idm45549839957592]As we just saw an application failure during an operation that affects multiple datastores can result in data consistency issues. Another approach that you can use when an operation spans multiple databases is to write the set of changes to a change log and then apply those changes. A group of changes can be written to a stream maintaining order, and if a failure occurs while the changes are being applied, it can be easy to retry or resume the operation, as shown in Figure 4-4.
[bookmark: Figure_4_4__Saving_a_set_of_chan][image: clna 0404] 
Figure 4-4. Saving a set of changes before writing each change
[bookmark: Transaction_Supervisor__You_can]Transaction Supervisor
[bookmark: idm45549839939672][bookmark: idm45549839939160]You can use a supervisor service to ensure that a transaction is successfully completed or is compensated. This can be especially useful when you’re performing transactions involving external services—for example, writing an order to the system and processing a credit card, in which credit card processing can fail, or saving the results of the processing. As Figure 4-5 illustrates, a checkout service receives an order, processes a credit card payment, and then fails to save the order to the order database. Most customers would be upset to know that their credit card was processed but there was no record of their order. This is a fairly common implementation.
[bookmark: Figure_4_5__Failing_to_save_orde][image: clna 0405] 
Figure 4-5. Failing to save order details after processing an order
Another approach might be to save the order or cart with a status of processing, then make the call to the payment gateway to process the credit card payment, and finally, update the status of the order. Figure 4-6 demonstrates how if we fail to update the order status, at least we have the record of an order submitted and the intention to process it. If the payment gateway service offered a notification service like a webhook callback, we could configure that to ensure that the status was accurate.
[bookmark: Figure_4_6__Failing_to_update_or][image: clna 0406] 
Figure 4-6. Failing to update order status
In Figure 4-7, a supervisor is added to monitor the order database for processing transactions that have not completed and reconciles the state. The supervisor could be a simple function that’s triggered at a specific interval.
[bookmark: Figure_4_7__A_supervisor_service][image: clna 0407] 
Figure 4-7. A supervisor service monitors transactions for errors
You can use this approach—using a supervisor and setting status—in many different ways to monitor systems and databases for consistency and take action to correct them or generate a notification of the issue.
[bookmark: Compensating_Transactions__Tradi]Compensating Transactions
[bookmark: idm45549839921096][bookmark: idm45549839924456][bookmark: idm45549839923848]Traditional distributed transactions are not commonly used in today’s cloud native applications, and not always available. There are situations for which transactions are necessary to maintain consistency across services or datastores. For example, a consumer posts some data with a file to an API requiring the application to write the file to object storage and some data to a document database. If we write the file to object storage and then fail when writing to the database, for any reason, we have a potentially orphaned file in object storage if the only way to find it is through a query on the database and reference. This is a situation in which we want to treat writing the file and the database record as a transaction; if one fails, both should fail. The file then should be removed to compensate for the failed database write. This is essentially what a compensating transaction does. A logical set of operations need to complete; if one of the operations fails, we might need to compensate the ones that succeeded.
Note
You should avoid service coordination. In many cases, you can avoid complex transaction coordination by designing for eventual consistency and using techniques like CDC.
[bookmark: Extract__Transform__and_Load__Th]Extract, Transform, and Load
[bookmark: idm45549839916296][bookmark: idm45549839915688][bookmark: idm45549839914088]The need to move and transform data for business intelligence (BI) is quite common. Businesses have been using Extract, Transform, and Load (ETL) platforms for a long time to move data from one system to another. Data analytics is becoming an important part of every business, large and small, so it should be no surprise that ETL platforms have become increasingly important. Data has become spread out across more systems and analytics tools have become much more accessible. Everyone can take advantage of data analytics, and there’s a growing need to move the data into a location for performing data analysis, like a data lake or date warehouse. You can use ETL to get the data from these operational data systems into a system to be analyzed. ETL is a process that comprises the following three different stages:
Extract
Data is extracted or exported from business systems and data storage systems, legacy systems, operational databases, external services, and event Enterprise Resource Planning (ERP) or Customer Relationship Management (CRM) systems. When extracting data from the various sources, it’s important to determine the velocity, how often the data is extracted from each source, and the priority across the various sources.
Transform
[bookmark: idm45549839902440]Next, the extracted data is transformed; this would typically involve a number of data cleansing, transformation, and enrichment tasks. The data can be processed off a stream and is often stored in an interim staging store for batch processing.
Load
[bookmark: idm45549839910168]The transformed data then is loaded into the destination and can be analyzed for BI.
All of the major cloud providers offer managed ETL services, like AWS Glue, Azure Data Factory, and Google Cloud DataFlow. Moving and processing data from one source to another is increasingly important and common in today’s cloud native applications.
[bookmark: Microservices_and_Data_Lakes__On]Microservices and Data Lakes
[bookmark: ix_dalkmcro][bookmark: ix_mcrserdl][bookmark: ix_dawkdmdsmidl]One challenge of dealing with decentralized data in a microservices architecture is the need to perform reporting or analysis across data in multiple services. Some reporting and analytics requirements will need the data from the services to be in a common datastore.
Note
It might not be necessary to move the data in order to perform the required analysis and reporting across all of the data. Some or all of the analysis can be performed on each of the individual datastores in conjunction with some centralized analysis tasks on the results.
Having each service work from a shared or common database will, however, violate one of the microservices principles and potentially introduce coupling between the services. A common way to approach this is through data movement and aggregating the data into a location for a reporting or analytics team. In Figure 4-8, data from multiple microservices datastores is aggregated into a centralized database in order to deliver the necessary reporting and analytics requirements.
[bookmark: Figure_4_8__Data_from_multiple_m][image: clna 0408] 
Figure 4-8. Data from multiple microservices aggregated in a centralized datastore
The data analytics or reporting team will need to determine how to get the data from the various service teams that it requires for the purpose of reporting without introducing coupling. There are a number of ways to approach this, and it will be important to ensure loose coupling is maintained, allowing the teams to remain agile and deliver value quickly.
The individual services team could give the data analytics teams read access to the database and allow them to replicate the data, as depicted in Figure 4-9. This would be a very quick and easy approach, but the service team does not control when or how much load the data extraction will put on the store, causing potential performance issues. This also introduces coupling, and it’s likely that the service teams then will need to coordinate with the data analytics team when making internal schema changes. The ETL load on the database adversely affecting service performance can be addressed by giving the data analytics team access to a read replica instead of the primary data. It might also be possible to give the data analytics team access to a view on the data instead of the raw documents or tables. This would help to mitigate some of the coupling concerns.
[bookmark: Figure_4_9__The_data_analytics_t][image: clna 0409] 
Figure 4-9. The data analytics team consumes data directly from the service team’s database
[bookmark: idm45549839886568][bookmark: idm45549839886072][bookmark: idm45549839886824]This approach can work in the early phases of the application with a handful of services, but it will be challenging as the application and teams grow. Another approach is to use an integration datastore. The service team provisions and maintains a datastore for internal integrations, as shown in Figure 4-10. This allows the service team to control what data and the shape of the data in the integration repository. This integration repository should be managed like an API, documented and versioned. The service team could run ETL jobs to maintain the database or use CDC and treat it like a materialized view. The service team could make changes to its operational store without affecting the other teams. The service team would be responsible for the integration store.
[bookmark: Figure_4_10__Database_as_an_API][image: clna 0410] 
Figure 4-10. Database as an API
This could be turned around such that a service consumer, like the data analytics team, asks a service team to export or write data to the data lake, as illustrated in Figure 4-11, or to a staging store, as in Figure 4-12. The service teams support replication or data, logs, or data exports to a client-provided location as part of the service features and API. The data analytics team would provision a store or location in a datastore for each service team. The data analytics team then subscribes to data needed for aggregated analytics.
[bookmark: Figure_4_11__Service_team_data_e][image: clna 0411] 
Figure 4-11. Service team data export service API
[bookmark: Figure_4_12__Service_teams_write][image: clna 0412] 
Figure 4-12. Service teams write to a staging store
[bookmark: idm45549839880360][bookmark: idm45549839862872][bookmark: idm45549839861352][bookmark: idm45549839869816]It’s not uncommon for services to support data exports. The service implementation would define what export format and protocols are part of its API. This, for example, would be a configuration for an object storage location and credentials to which to send nightly exports, or maybe a webhook to which to send batches of changes. A service consumer such as the data analytics team would have access to the service API, allowing it to subscribe to data changes or exports. The team could send locations and credentials to which to either dump export files or send events.
[bookmark: Client_Access_to_Data__Clients_a]Client Access to Data
[bookmark: ix_clacc][bookmark: ix_dawkcatd][bookmark: ix_acctrlds]Clients applications generally do not have direct access to the datastores in most applications built today. Data is commonly accessed through a service that’s responsible for performing authorizations, auditing, validation, and transformation of the data. The service is usually responsible for carrying out other functions, although in many data-centric applications, a large part of the service implementation simply handles data read and write operations.
A simple data-centric application would generally require you to build and operate a service that performs authentication, authorization, logging, transformations, and validation of data. It does, however, need to control who can access what within the datastore and validate what’s being written. Figure 4-13 shows a typical frontend application calling a backend service that reads and writes to a single database. This is a common architecture for many applications today.
[bookmark: Figure_4_13__Client_application][image: clna 0413] 
Figure 4-13. Client application with a backend service and database
[bookmark: Restricted_Client_Tokens__Valet]Restricted Client Tokens (Valet-Key)
[bookmark: idm45549839855720][bookmark: idm45549839852792][bookmark: idm45549839851576]A service can create and return a token to a consumer that has limited use. This can actually be implemented using OAuth or even a custom cryptographically signed policy. The valet key is commonly used as a metaphor to explain how OAuth works and is a commonly used cloud design pattern. The token returned might be able to access only a specific data item for a limited period of time or upload a file to a specific location in a datastore. This can be a convenient way to offload processing from a service, reducing the cost and scale of the service and delivering better performance. In Figure 4-14, a file is uploaded to a service that writes the file to storage.
[bookmark: Figure_4_14__Client_uploading_a][image: clna 0414] 
Figure 4-14. Client uploading a file that’s passed through the service
Instead of streaming a file through the service, it can be much more efficient to return a token to the client with a location to access the file if it were reading or uploading the file to a specific location. In Figure 4-15, the client requests a token and a location from the service, which then generates a token with some policies. The token policy can restrict the location to which the file can be uploaded, and it’s a best practice to set an expiration so that the token cannot be used anytime later on. The token should follow the principle of least privilege, granting the minimum permissions necessary to complete the task. In Microsoft Azure Blob Storage, the token is also referred to as a shared-access signature, and in Amazon S3, this would be a presigned URL. After the file is uploaded, an object storage function could be used to update the application state.
[bookmark: Figure_4_15__The_client_gets_a_t][image: clna 0415] 
Figure 4-15. The client gets a token and path from a service to upload directly to storage
[bookmark: Database_Services_with_Fine_Grai]Database Services with Fine-Grained Access Control
[bookmark: idm45549839837848][bookmark: idm45549839838552][bookmark: idm45549839844760][bookmark: idm45549839836872][bookmark: idm45549839836488]Some databases provide fine-grained access control to data in the database. These database services are sometimes called a Backend as a Service (BaaS) or Mobile Backend as a Service (MBaaS). A full-featured MBaaS will generally offer more than just data storage, given that mobile applications often need identity management and notification services as well. This almost feels like we have circled back to the days of the old thick-client applications. Thankfully, data storage services have evolved so that it’s not exactly the same. Figure 4-16 presents a mobile client connecting to a database service without having to deploy and manage an additional API. If there’s no need to ship a customer API, this can be a great way to quickly get an application out with low operational overhead. Careful attention is needed with releasing updates and testing the security rules to ensure that only the appropriate people are able to access the data.
[bookmark: Figure_4_16__A_mobile_applicatio][image: clna 0416] 
Figure 4-16. A mobile application connecting to a database
[bookmark: idm45549839825752]Databases such as Google’s Cloud FireStore allow you to apply security rules that provide access control and data validation. Instead of building a service to control access and validate requests, you write security rules and validation. A user is required to authenticate to Google Firebase Authentication service, which can federate to other identity providers, like Microsoft’s Azure Active Directory services. After a user is authenticated, the client application can connect directly to the database service and read or write data, provided the operations satisfy the defined security rules.
[bookmark: GraphQL_Data_Service__Instead_of]GraphQL Data Service
[bookmark: idm45549839824728][bookmark: idm45549839831384][bookmark: idm45549839830168]Instead of building and operating a custom service to manage client access to data, you can deploy and configure a GraphQL server to provide clients access to data. In Figure 4-17, a GraphQL service is deployed and configured to handle authorization, validation, caching, and pagination of data. Fully managed GraphQL services, like AWS AppSync, make it extremely easy to deploy a GraphQL-based backend for your client services.
Note
GraphQL is neither a database query language nor storage model; it’s an API that returns application data based on a schema that’s completely independent of how the data is stored.
[bookmark: Figure_4_17__GraphQL_data_access][image: clna 0417] 
Figure 4-17. GraphQL data access service
GraphQL is flexible and configurable through a GraphQL specification. You can configure it with multiple providers, and even configure it to execute services either running in a container or deployed as functions that are invoked on request, as shown in Figure 4-18. GraphQL is a great fit for data-centric backends with the occasional service method that needs to be invoked. Services like GitHub are actually moving their entire API over to GraphQL because this provides more flexibility to the consumers of the API. GraphQL can be helpful in addressing the over-fetching and chattiness that’s sometimes common with REST-based APIs.
[bookmark: idm45549839810968][bookmark: idm45549839810360][bookmark: idm45549839820824]GraphQL uses a schema-first approach, defining nodes (objects) and edges (relationships) as part of a schema definition for the graph structure. Consumers can query the schema for details about the types and relationships across the objects. One benefit of GraphQL is that it makes it easy to define the data you want, and only the data you want, without having to make multiple calls or fetch data that’s not needed. The specification supports authorizations, pagination, caching, and more. This can make it quick and easy to create a backend that handles most of the features needed in a data-centric application. For more information, visit the GraphQL website.
[bookmark: Figure_4_18__GraphQL_service_wit][image: clna 0418] 
Figure 4-18. GraphQL service with multiple providers and execution
[bookmark: Fast_Scalable_Data__A_large_majo]Fast Scalable Data
[bookmark: idm45549839813624][bookmark: idm45549839808216][bookmark: idm45549839807400][bookmark: ix_scda][bookmark: ix_laredda][bookmark: ix_dawkfsd]A large majority of application scaling and performance problems can be attributed to the databases. This is a common point of contention that can be challenging to scale out while meeting an application’s data-quality requirements. In the past, it was too easy to put logic into a database in the form of stored procedures and triggers, increasing compute requirements on a system that was notoriously expensive to scale. We learned to do more in the application and rely less on the database for something other than focusing on storing data.
Tip
There are very few reasons to put logic in a database. Don’t do it. If you go there, make sure that you understand the trade-offs. It might make sense in a few cases and it might improve performance, but likely at the cost of scalability.
Scaling anything and everything can be achieved through replication and partitioning. Replicating the data to a cache, materialized view, or read-replica can help increase the scalability, availability, and performance of data systems. Partitioning data either horizontally through sharding, vertically based on data model, or functionally based on features will help improve scalability by distributing the load across systems.
[bookmark: Sharding_Data__Sharding_data_is]Sharding Data
[bookmark: idm45549839790760][bookmark: idm45549839792040]Sharding data is about dividing the datastore into horizontal partitions, known as shards. Each shard contains the same schema, but holds a subset of the data. Sharding often is used to scale a system by distributing the load across multiple data storage systems.
When sharding data, it’s important to determine how many shards to use and how to distribute the data across the shards. Deciding how to distribute the data across shards heavily depends on the application’s data. It’s important to distribute the data in such a way that one single shard does not become overloaded and receive all or most of the load. Because the data for each shard or partition is commonly in a separate datastore, it’s important that the application can connect to the appropriate shard (partition or database).
[bookmark: Caching_Data__Data_caching_is_im]Caching Data
[bookmark: idm45549839789256][bookmark: idm45549839788488]Data caching is important to scaling applications and improving performance. Caching is really just about copying the data to a faster storage medium like memory, and generally closer to the consumer. There might even be varying layers of cache; for example, data can be cached in the memory of the client application and in a shared distributed cache on the backend.
When working with a cache, one of the biggest challenges is keeping the cached data synchronized with the source. When the source data changes, it is often necessary to either invalidate or update the cached copy of the data. Sometimes, the data rarely changes; in fact, in some cases the data will not change through the lifetime of the application process, making it possible to load this static data into a cache when the application starts and then not need to worry about invalidation. Here are some common approaches for cache invalidation and updates:
Rely on TTL configurations by setting a value that removes a cached item after a configurable expiration time. The application or a service layer then would be responsible for reloading the data when it does not find an item in the cache.
Use CDC to update or invalidate a cache. A process subscribes to a datastore change stream and is responsible for updating the cache.
Application logic is responsible for invalidating or updating the cache when it makes changes to the source data.
Use a passthrough caching layer that’s responsible for managing cached data. This can remove the concern of the data caching implementation from the application.
Run a background service at a configuration interval to update a cache.
Use the data replication features of the database or another service to replicate the data to a cache.
Caching layer renews cached items based on access and available cache resources.
[bookmark: Content_Delivery_Networks__A_con]Content Delivery Networks
[bookmark: idm45549839778824][bookmark: idm45549839775176]A content delivery network (CDN) is a group of geographically distributed datacenters, also known as points of presence (POP). A CDN often is used to cache static content closer to consumers. This reduces the latency between the consumer and the content or data needed. Following are some common CDN use cases:
Improve website loading times by placing content closer to the consumer.
Improve application performance of an API by terminating traffic closer to the consumer.
Speed up software downloads and updates.
Increase content availability and redundancy.
Accelerate file upload through CDN services like Amazon CloudFront.
[bookmark: idm45549839766712]The content is cached, so a copy of it is stored at the edge locations and will be used instead of the source content. In Figure 4-19, a client is fetching a file from a nearby CDN with a much lower latency of 15 ms as opposed to the 82 ms latency between the client and the source location of the file, also known as the origin. Caching and CDN technologies enable faster retrieval of the content, and scale by removing load from the origin as well.
[bookmark: Figure_4_19__A_client_accesses_c][image: clna 0419] 
Figure 4-19. A client accesses content cached in a CDN closer to the client
[bookmark: idm45549839761640][bookmark: idm45549839760968]The content cached in a CDN is usually configured with an expiration date-time, also known as TTL properties. When the expiration date-time is exceeded, the CDN reloads the content from the origin, or source. Many CDN services allow you to explicitly invalidate content based on a path; for example, /img/*. Another common technique is to change the name of the content by adding a small hash to it and updating the reference for consumers. This technique is commonly used for web application bundles like the JavaScript and CSS files used in a web application.
Here are some considerations regarding CDN cache management:
Use content expiration to refresh content at specific intervals.
Change the name of the resource by appending a hash or version to the content.
Explicitly expire the cache either through management console or API.
CDN vendors continue adding more features, making it possible to push more and more content, data, and services closer to the consumers, improving performance, scale, security, and availability. Figure 4-20 demonstrates a client calling a backend API with the request being routed through the CDN and over the cloud provider’s backbone connection between datacenters. This is a much faster route to the API with lower latency, improving the Secure Sockets Layer (SSL) handshake between the client and the CDN as well as the API request.
[bookmark: Figure_4_20__Accelerated_access][image: clna 0420] 
Figure 4-20. Accelerated access to a backend API
Here are a few additional features to consider when using CDN technologies:
Rules or behaviors
It can be necessary to configure routing, adding response headers, or enable redirects based on request properties like SSL.
Application logic
Some CDN vendors like Amazon CloudFront allow you to run application logic at the edge, making it possible to personalize content for a consumer.
Custom name
It’s often necessary to use a custom name with SSL, especially when serving a website through a CDN.
File upload acceleration
Some CDN technologies are able to accelerate file upload by reducing the latency to the consumer.
API acceleration
As with file upload, it’s possible to accelerate APIs through a CDN by reducing the latency to the consumer.
 
Note
Use a CDN as much as possible, pushing as much as you can over the CDN.
[bookmark: Analyzing_Data__The_data_created]Analyzing Data
[bookmark: idm45549839737832][bookmark: idm45549839736744][bookmark: idm45549839735656][bookmark: ix_analda][bookmark: ix_dawkan][bookmark: idm45549839729896]The data created and stored continues to grow at exponential rates. The tools and technologies used to extract information from data continues to evolve to support the growing demand to derive insights from the data, making business insights through complex analytics available to even the smallest businesses.
[bookmark: Streams__Businesses_need_to_redu]Streams
[bookmark: idm45549839731928][bookmark: idm45549839731080][bookmark: idm45549839730568]Businesses need to reduce their time to insights in order to gain an edge in today’s competitive fast-moving markets. Analyzing the data streams in real time is a great way to reduce this latency. Streaming data-processing engines are designed for unbounded datasets. Unlike data in a traditional data storage system in which you have a holistic view of the data at a specific point in time, streams have an entity-by-entity view of the data over time. Some data, like stock market trades, click streams, or sensor data from devices, comes in as a stream of events that never end. Stream processing can be used to detect patterns, identify sequences, and look at results. Some events, like a sudden transition in a sensor, might be more valuable when they happen and diminish over time or enable a business to react more quickly and immediately to these important changes. Detecting a sudden drop in inventory, for example, allows a company to order more stock and avoid some missed sales opportunities.
[bookmark: Batch__Unlike_stream_processing]Batch
[bookmark: idm45549839725064][bookmark: idm45549839720488]Unlike stream processing, which is done in real time as the data arrives, batch processing is generally performed on very large bounded sets of data as part of exploring a data science hypothesis, or at specific intervals to derive business insights. Batch processing is able to process all or most of the data and can take minutes or hours to complete, whereas stream processing is completed in a matter of seconds or less. Batch processing works well with very large volumes of data, which might have been stored over a long period of time. This could be data from legacy systems or simply data for which you’re looking for patterns over many months or years.
Data analytics systems typically use a combination of batch and stream processing. The approaches to processing streams and batches have been captured as some well-known architecture patterns. The Lambda architecture is an approach in which applications write data to an immutable stream. Multiple consumers read data from the stream independent of one another. One consumer is concerned with processing data very quickly, in near real time, whereas the other consumer is concerned with processing in batch and a lower velocity across a larger set of data or archiving the data to object storage.
[bookmark: Data_Lakes_on_Object_Storage__Da]Data Lakes on Object Storage
[bookmark: idm45549839722328][bookmark: idm45549839714584][bookmark: idm45549839709816][bookmark: idm45549839718424]Data lakes are large, scalable, and generally centralized datastores that allow you to store structured and unstructured data. They are commonly used to run map-and-reduce jobs for analyzing vast amounts of data. The analytics jobs are highly parallelizable so the analysis of the data can easily be distributed across the store. Hadoop has become the popular tool for data lakes and big data analysis. Data is commonly stored on a cluster of computers in the Hadoop Distributed File System (HDFS), and various tools in the Hadoop ecosystem are used to analyze the data. All of the major public cloud vendors provide managed Hadoop clusters for storing and analyzing the data. The clusters can become expensive, requiring a large number of very big machines. These machines might be running even when there are no jobs to run on the cluster. It is possible to shut down these clusters and maintain state for cost savings when they are not in use and resume the clusters during periods of data loading or analysis.
It’s becoming increasingly common to use fully managed services that allow you to pay for the data loaded in the service and pay-per-job execution. These services not only can reduce operational costs related to managing these services, but also can result in big savings when running the occasional analytics jobs. Cloud vendors have started providing services that align with a serverless cost model for provisioning data lakes. Azure Data Lake and Amazon S3–based AWS Lake Formation are some examples of this.
[bookmark: Data_Lakes_and_Data_Warehouses]Data Lakes and Data Warehouses
[bookmark: idm45549839702808][bookmark: idm45549839716456][bookmark: idm45549839712216]Data lakes are often compared and contrasted with data warehouses because they are similar, although in large organizations it’s not uncommon to see both used. Data lakes are generally used to store raw and unstructured data, whereas the data in a data warehouse has been processed and organized into a well-defined schema. It’s common to write data into a data lake and then process it from the data lake into a data warehouse. Data scientists are able to explore and analyze the data to discover trends that can help define what is processed into a data warehouse for business professionals.
[bookmark: Distributed_Query_Engines__Distr]Distributed Query Engines
[bookmark: idm45549839706856][bookmark: idm45549839699656][bookmark: idm45549839698808][bookmark: idm45549839705608]Distributed query engines are becoming increasingly popular, supporting the need to quickly analyze data stored across multiple data systems. Distributed query engines separate the query engine from the storage engine and use techniques to distribute the query across a pool of workers. A number of open source query engines have become popular in the market: Presto, Spark SQL, Drill, and Impala, to name a few. These query engines utilize a provider model to access various data storage systems and partitions.
Hadoop jobs were designed for processing large amounts of data through jobs that would run for minutes or even hours crunching through the vast amounts of data. Although a structured query language (SQL)–like interface exists in tools such as HIVE, the queries are translated to jobs submitted to a job queue and scheduled. A client would not expect that the results from a job would return in minutes or seconds. It is, however, expected that distributed query engines like Facebook’s Presto would return results from a query in the matter of minutes or even seconds.
[bookmark: idm45549839704248]At a high level, a client submits a query to the distributed query engine. A coordinator is responsible for parsing the query and scheduling work to a pool of workers. The pool of workers then connects to the datastores needed to satisfy the query, fetches the results, and merges the results from each to the workers. The query can run against a combination of datastores: relational, document, object, file, and so on. Figure 4-21 depicts a query that fetches information from a MongoDB database and some comma-separated values (CSV) files stored in an object store like Amazon S3, Azure Blob Storage, or Google Object Storage.
[bookmark: idm45549839690024][bookmark: idm45549839691896]The cloud makes it possible to quickly and easily scale workers, allowing the distributed query engine to handle query demands.
[bookmark: Figure_4_21__Overview_of_a_distr][image: clna 0421] 
Figure 4-21. Overview of a distributed query engine
[bookmark: Databases_on_Kubernetes__Kuberne]Databases on Kubernetes
[bookmark: ix_Kudb][bookmark: ix_dawkdbKu][bookmark: ix_dbsKu]Kubernetes dynamic environment can make it challenging to run data storage systems in a Kubernetes cluster. Kubernetes pods are created and destroyed, and cluster nodes can be added or removed, forcing pods to move to new nodes. Running a stateful workload like a database is much different than stateless services. Kubernetes has features like stateful sets and support for persistent volumes to help with deploying and operating databases in a Kubernetes cluster. Most of the durable data storage systems require a disk volume as the underlying persistent storage mechanism, so understanding how to attach storage to pods and how volumes work is important when deploying databases on Kubernetes.
In addition to providing the underlying storage volumes, data storage systems have different routing and connectivity needs as well as hardware, scheduling, and operational requirements. Some of the newer cloud native databases have been built for these more dynamic environments and can take advantage of the environments to scale out and tolerate transient errors.
 
Note
[bookmark: idm45549839684168]There are a growing number of operators available to help simplify the deployment and management of data systems on Kubernetes. Operator Hub is a directory listing of operators (https://www.operatorhub.io).
[bookmark: Storage_Volumes__A_database_syst]Storage Volumes
[bookmark: idm45549839678536][bookmark: idm45549839681480][bookmark: idm45549839680808]A database system like MongoDB runs in a container on Kubernetes and often needs a durable volume with a life cycle different from the container. Managing storage is much different than managing compute. Kubernetes volumes are mounted into pods using persistent volumes, persistent volume claims, and underlying storage providers. Following are some fundamental storage volume terms and concepts:
Persistent volume
[bookmark: idm45549839669944]A persistent volume is the Kubernetes resource that represents the actual physical storage service, like a cloud provider storage disk.
Persistent volume claim
[bookmark: idm45549839671528]A persistent volume storage claim is a storage request, and Kubernetes will assign and associate a persistent volume to it.
Storage class
[bookmark: idm45549839665976]A storage class defines storage properties for the dynamic provisioning of a persistent volume.
A cluster administrator will provision persistent volumes that capture the underlying implementation of the storage. This could be a persistent volume to a network-attached file share or cloud provider durable disks. When using cloud provider disks, it’s more likely one or more storage classes will be defined and dynamic provisioning will be used. The storage class will be created with a name that can be used to reference the resource, and the storage class will define a provisioner as well as the parameters to pass to the provisioner. Cloud providers offer multiple disk options with different price and performance characteristics. Different storage classes are often created with the different options that should be available in the cluster.
[bookmark: idm45549839664904]A pod is going to be created that requires a persistent storage volume so that data is still there when the pod is removed and comes back up on another node. Before creating the pod, a persistent volume claim is created, specifying the storage requirements for the workload. When a persistent volume claim is created, and references a specific storage class, the provisioner and parameters defined in that storage class will be used to create a persistent volume that satisfies the persistent volume claims request. The pod that references the persistent volume claim is created and the volume is mounted at the path specified by the pod. Figure 4-22 shows a pod with a reference to a persistent volume claim that references a persistent volume. The persistent volume resource and plug-in contains the configuration and implementation necessary to attach the underlying storage implementation.
[bookmark: Figure_4_22__A_Kubernetes_pod_pe][image: clna 0422] 
Figure 4-22. A Kubernetes pod persistent volume relationship
Note
Some data systems might be deployed in a cluster using ephemeral storage. Do not configure these systems to store data in the container; instead, use a persistent volume mapped to a node’s ephemeral disks.
[bookmark: StatefulSets__StatefulSets_were]StatefulSets
[bookmark: idm45549839656776][bookmark: idm45549839656392][bookmark: idm45549839655752]StatefulSets were designed to address the problem of running stateful services like data storage systems on Kubernetes. StatefulSets manage the deployment and scaling of a set of pods based on a container specification. StatefulSets provide a guarantee about the order and uniqueness of the pods. The pods created from the specification each have a persistent identifier that is maintained across any rescheduling. The unique pod identity comprises the StatefulSet name and an ordinal starting with zero. So, a StatefulSet named “mongo” and a replica setting of “3” would create three pods named “mongo-0,” “mongo-1,” and “mongo-2,” each of which could be addressed using this stable pod name. This is important because clients often need to be able to address a specific replica in a storage system and the replicas often need to communicate between one another. StatefulSets also create a persistent volume and persistent volume claim for each individual pod, and they are configured such that the disk created for the “mongo-0” pod is bound to the “mongo-0” pod when it’s rescheduled.
Note
StatefulSets currently require a headless service, which is responsible for the network identity of the pods and must be created in addition to the StatefulSet.
[bookmark: idm45549839659704]Affinity and anti-affinity is a feature of Kubernetes that allows you to constrain which nodes pods will run on. Pod anti-affinity can be used to improve the availability of a data storage system running on Kubernetes by ensuring replicas are not running on the same node. If a primary and secondary were running on the same node and that node happened to go down, the database would be unavailable until the pods were rescheduled and started on another node.
Cloud providers offer many different types of compute instance types that are better suited for different types of workloads. Data storage systems will often run better on compute instances that are optimized for disk access, although some might require higher memory instances. The stateless services running the cluster, however, do not require these specialized instances that will often cost more and are fine running on general commodity instances. You can add a pool of storage-optimized nodes to a Kubernetes cluster to run the storage workloads that can benefit from these resources. You can use Kubernetes node selection along with taints and tolerations to ensure the data storage systems are scheduled on the pool of storage optimized nodes and that other services are not.
Given most data storage systems are not Kubernetes aware, it’s often necessary to create an adapter service that runs with the data storage system pod. These services are often responsible for injecting configuration or cluster environment settings into the data storage system. For example, if we deployed a MongoDB cluster and need to scale the cluster with another node, the MongoDB sidecar service would be responsible for adding the new MongoDB pod to the MongoDB cluster.
[bookmark: DaemonSets__A_DaemonSet_ensures]DaemonSets
[bookmark: idm45549839646168][bookmark: idm45549839645016][bookmark: idm45549839649064][bookmark: idm45549839647208]A DaemonSet ensures that a group of nodes runs a single copy of a pod. This can be a useful approach to running data storage systems when the system needs to be part of the cluster and use nodes dedicated to storage system. A pool of nodes would be created in the cluster for the purpose of running the data storage system. A node selector would be used to ensure the data storage system was only scheduled to these dedicated nodes. Taints and tolerations would be used to ensure other processes were not scheduled on these nodes. Here are some trade-offs and considerations when deciding between daemon and stateful sets:
Kubernetes StatefulSets work like any other Kubernetes pods, allowing them to be scheduled in the cluster as needed with available cluster resources.
StatefulSets generally rely on remote network attached storage devices.
DaemonSets offer a more natural abstraction for running on a database on a pool of dedicated nodes.
[bookmark: idm45549839641752][bookmark: idm45549839640936][bookmark: idm45549839639688]Discovery and communications will add some challenges that need to be addressed.
[bookmark: Summary__Migrating_and_building]Summary
[bookmark: idm45549839620584]Migrating and building applications in the cloud requires a different approach to the architecture and design of applications’ data-related requirements. Cloud providers offer a rich set of managed data storage and analytics services, reducing the operating costs for data systems. This makes it much easier to consider running multiple and different types of data systems, using storage technologies that might be better suited for the task. This cost and scale of the datastores has changed, making it easier to store large amounts of data at a price point that keeps going down as cloud providers continue to innovate and compete in these areas.
[bookmark: Chapter_5__DevOps___Developing][bookmark: Top_of_ch05_html][bookmark: Chapter_5__DevOps___Developing_2][bookmark: Chapter_5__DevOps___Developing_1]Chapter 5. DevOps
[bookmark: ix_DO]Developing, testing, and deploying cloud native applications differs significantly from traditional development and operations practices. In this chapter, you learn the fundamentals of DevOps along with the proven practices, including all of the benefits and challenges of developing, testing, and operating cloud native applications. Additionally, we cover designing cloud native applications with operations and rapid, reliable development processes in mind. Most concepts and patterns explained in this chapter are applicable to both containerized services and functions. When this is not the case, we explicitly call out the differences.
[bookmark: What_Is_DevOps___DevOps_is_a_bro]What Is DevOps?
[bookmark: idm45549839625736]DevOps is a broad concept that encompasses multiple aspects of collaboration and communication between software developers and other IT professionals. The easiest way to define DevOps is to talk about its goals. DevOps is intended to improve collaboration between development and operations teams throughout the entire process of software development, from planning to delivery, to improve deployment frequency, achieve faster time to market, lower the failure rate of new releases, shorten lead time between fixes, and improve mean time to recovery.
[bookmark: idm45549839615640][bookmark: idm45549839616504][bookmark: idm45549839626792]One of the models you can use when talking about DevOps is called CALMS, which stands for Collaboration, Automation, Lean, Measurement, and Sharing. The CALMS model is a method that we can use to assess, analyze, and compare the maturity of the DevOps team.
[bookmark: Collaboration__The_collaboration]Collaboration
[bookmark: idm45549839621400][bookmark: idm45549839613944]The collaboration in the CALMS model tells us to focus on people over processes. As an organization, you value healthy people instead of processes that can make people burn out and eventually make them quit their jobs. As part of the culture, you also embrace failure—you give people the freedom to fail and, even more important, you learn from those failures. In this culture, ideas from everyone are appreciated; you don’t prefer those of only certain individuals. Hierarchy and titles do not matter, and everyone participates in the design of the system.
[bookmark: Automation__Automating_the_softw]Automation
[bookmark: idm45549839605240][bookmark: idm45549839613096][bookmark: idm45549839612456][bookmark: idm45549839607000][bookmark: idm45549839606360][bookmark: idm45549839606232]Automating the software cycle is crucial to be able to achieve higher deployment velocity and deployment consistency. To be able to go from an implemented feature or code change to a deployed feature in production in a matter of minutes takes a lot of reliable automation. Key elements that need to be automated are the infrastructure, Continuous Integration (CI) process, testing after you’ve built the code, Continuous Delivery (CD), and testing along deployment paths. Ideally, and if possible, the platform and tools you’re using have the automation already built in.
Historically, setting up infrastructure was a manual process. It required people to set up the servers, configure them, deploy the applications on them, and so on. There are many drawbacks to doing things manually: the process of obtaining the hardware, setting it up, and managing it costs money; it’s slow; and it has a huge impact on the ability to handle traffic spikes, for example, and launch new services or applications quickly.
[bookmark: idm45549839607928]One of the key benefits of the cloud is that infrastructure can be automated. Infrastructure as Code (IaC) is a method of provisioning and managing infrastructure using code rather than through manual processes. All infrastructure, such as servers, networks, and databases, is treated as code. Using code, you can create a process for configuring and deploying infrastructure components in a repeatable, consistent manner. For example, you can create scripts that you can use to deploy the servers and preconfigure different components, networks, load balancers, and any other cloud services. Simply by running this script, you consistently provision your entire infrastructure stack in a completely different region, for example. Something that would usually take weeks can be done in a matter of hours.
[bookmark: Lean_Principles_and_Processes__T]Lean Principles and Processes
[bookmark: idm45549839591848][bookmark: idm45549839591336][bookmark: idm45549839590648]The focus of Lean principles and processes comes from manufacturing (specifically from Toyota Production Systems). The gist with Lean is to remove any waste from your processes. An example of how to achieve this is to begin by drawing and documenting the current state of your processes. Think about what happens when you check in your code, or, what happens when you’re building your servers or environments, perhaps creating a new region. How do you get from having nothing in production to having a production server/environment with your applications running? After you map all of this out, you can estimate how long each portion takes and easily spot bottlenecks, unnecessary processes, or manual processes. With these identified, you can either remove them or automate them to make the process faster. After you’ve repeated this a couple of times, you can come up with your desired, Lean state of processes.
[bookmark: Measurement__Determining_whether]Measurement
[bookmark: idm45549839582472][bookmark: idm45549839581832][bookmark: idm45549839581448][bookmark: idm45549839603880]Determining whether deployments and releases are successful requires us to have specific metrics in place. The purpose of having measurements is to quickly discover any potential issues with your code or the process so that you can go back and fix it if needed. As an example, Prometheus gives you a common instrumentation point and allows developers to easily instrument code. You don’t need to worry about how data is collected because there’s one endpoint that polls for all data from your service. Your only worry is instrumenting and emitting metrics from within your services and functions. As you can imagine, the volume of metrics in a distributed system can be extremely high, so you also need distributed tracing tools like Jaeger or OpenTracing that allow you to correlate metrics and events throughout your services. Using these tools, you can break down calls between services and get a better view of your system, which allows you to quickly spot any bottlenecks, sources of failures, or potential optimization points.
We mentioned only the system and application measurements, but you can’t forget about people metrics and the cultural aspects. Measurements inform us whether people are healthy or how investments are influencing and affecting things in the business, the amount of money it’s making, or how you can innovate faster.
Additional third-party tools that can help in the area of measurements are New Relic, Splunk, and Sumo Logic. Certain cloud platforms also provide built-in metrics and tracing capabilities, such as Amazon CloudWatch and AWS X-Ray, as well as Microsoft Azure Monitor for activity logs, diagnostic logs, and metrics.
[bookmark: Sharing__Sharing_learnings_and_b]Sharing
[bookmark: idm45549839580152][bookmark: idm45549839595960][bookmark: idm45549839595256]Sharing learnings and best practices is also important, both within your organization, and between organizations in a company, as well as among your competitors and the rest of the industry with the purpose of improving the industry for everyone.
With all CALMS principles in mind, one thing they have in common is people. You can’t be successful with DevOps if you’re not focusing on people and ensuring that they work well together.
[bookmark: What_About_SRE__Site_Reliability]What About SRE?
[bookmark: idm45549839578840][bookmark: idm45549839578232][bookmark: idm45549839577592]Site Reliability Engineering (SRE) emerged from Google in the early 2000s. The idea behind an SRE position is to bridge the gap between the traditional research and development team, which writes code and deploys to production, and the operations team, which tries to keep the production environment up and running.
The SRE values and principles are very much in line with that of DevOps, even though DevOps can be considered a superset of SRE. It offers more generalized suggestions on a higher and broader level, whereas SRE is specific and more service oriented.
You can read more about SRE and how it relates to DevOps from the aptly named book How SRE Relates to DevOps (O’Reilly) by Betsy Beyer et al.
[bookmark: Testing__It_probably_goes_withou]Testing
[bookmark: ix_DOtst][bookmark: ix_test]It probably goes without saying that any piece of code that is deployed and released into production needs to be thoroughly tested. With the velocity of deployments and releases that are commonplace for cloud native solutions, you can’t survive any longer by doing manual testing. You need to automate any tests that you’re planning to run because only reliable and automated tests allow you to achieve that release velocity and have confidence in your deployments and releases.
[bookmark: idm45549839570088]As mentioned in the previous section, CD is a DevOps practice whereby you can automatically ensure that a piece of code is production ready any time. Testing is part of the CD pipeline in which you automatically test the code, deploy it into the environment, and then release it.
[bookmark: idm45549839569288]To be able to do proper testing of cloud native solutions, you need to have good test automation in place. Without test automation, you can’t do DevOps—automation is critical. Just as there are things you need to keep in mind when developing microservices, there are considerations around writing tests for those microservices.
[bookmark: idm45549839567480]How about functions? The principles for testing functions and the processes involved are similar. However, your test setup is different when testing functions.
For testing functions that are HTTP triggered and return a value, the solution is relatively simple: you trigger the function via HTTP by creating a request, invoking it, and then validating the function’s response. However, you could have functions that are triggered by other events (e.g., storage queue, database operations), which don’t have return values or can interact with an external system or another function. Depending on how complex the functions and your system are, you could use dependency injections or environment variables to define the endpoints, but most often you would utilize one or more test doubles.
[bookmark: Test_Doubles__In_most_of_your_te]Test Doubles
[bookmark: idm45549839563128][bookmark: idm45549839561912][bookmark: idm45549839555832]In most of your testing, you use either one or all of the test doubles. A test double is an object that you can use instead of a real object. For example, you could use a test double for the payment or authorization service so that you don’t need to rack up charges on your credit card while testing. The three most common types of test doubles are mocks, fakes, and stubs.
With mocks, you can define certain expectations about how functions are called. Mocks are used for testing interactions between objects; for example, if your code uses a database, you could use a mock database instead of a real database. To test that your function writes or reads to and from the database, you set up the mock, call the function you are testing, and then verify on the mock that write or read calls were made to the database.
[bookmark: idm45549839550152]A fake is a lightweight implementation of your API that behaves like the real thing, but it isn’t. You can use fakes when you can’t use a real implementation or if using a real implementation is slow or cumbersome to set up and maintain. An example of a fake would be a fake payment or authorization service that you use in your tests.
[bookmark: idm45549839551576]Finally, a stub contains zero logic, and it returns only what you tell it to return. Stubs are useful if you need certain objects to return specific values and be in a particular state.
[bookmark: Test_Automation_Pyramid__Regardl]Test Automation Pyramid
[bookmark: idm45549839548296][bookmark: ix_autoDOtst][bookmark: ix_testtap]Regardless of the testing context in what context, be it in cloud native architectures or monolithic architectures, you can’t avoid mentioning the test automation pyramid that Mike Cohn wrote about in his blog post back in 2009.
The test automation pyramid, as shown in Figure 5-1, groups tests based on their granularity. In addition, it gives us rough guidance on the number of tests in each group.
[bookmark: Figure_5_1__The_test_automation][image: clna 0501] 
Figure 5-1. The test automation pyramid
[bookmark: Unit_tests__The_most_substantial]Unit tests
[bookmark: idm45549839540856][bookmark: idm45549839540248][bookmark: idm45549839538888]The most substantial part of the pyramid, the bottom, is represented by the unit tests. Unit tests should be the basis of your testing and, compared to the other types of tests, you should have the most of them. If you take an example of an ecommerce website that has a login service, shipping-cost service, payment service, shopping-cart service, product catalog service, and so on, each of these services is built from multiple different modules or units that need to be covered by unit tests. With unit tests, more often than not you need to mock and fake any dependencies to be able to create different conditions under which the tested functionality runs. If you’re writing unit tests for your login service, you don’t want to use the actual authorization service. You also want to test the scenarios in which the authorization service is unavailable. Or, you want to test scenarios in which login didn’t work, or the user doesn’t exist, and so forth.
All of these scenarios become much easier to test if you use a mock service in place of the real authorization service. For each test, you can define how the mock should behave and then test your login service using that mock. When you run into issues either with writing mocks or unit tests, go back to the code and think about refactoring it to make it testable. The testable code makes your life easier in the long run. It helps you to write better unit tests and mocks that cover multiple conditions. Having a set of useful unit tests gives you confidence when making changes to that part of the code as well as when you’re deploying and releasing your code to production.
[bookmark: Service_tests__Service_level_tes]Service tests
[bookmark: idm45549839537464][bookmark: idm45549839536968][bookmark: idm45549839535816]Service-level tests—which you could also call component-level tests—occupy the middle of the pyramid. With service-level tests, you are trying to test the service or a component as a whole, separately from the user interface (UI). For example, you would have tests that cover shipping-service functionality; the shipping service takes some inputs (an address, for example) and returns an output (shipping costs, duration, etc.).
[bookmark: UI_tests__Finally__at_the_top_of]UI tests
[bookmark: idm45549839531768][bookmark: idm45549839531160][bookmark: idm45549839529976]Finally, at the top of the pyramid are the UI tests. UI tests should represent the fewest number of tests of all the pyramid tests. These tests are usually costly to write and maintain; however, they are useful when testing for usability and accessibility. Let’s take the ecommerce website as an example again. UI tests for the ecommerce website would include starting a browser, navigating to the website, clicking the login link, logging in, browsing through the catalog by clicking links and typing in text, and perhaps making a purchase. As you begin thinking about these tests more, you can see how complex they can become—which browsers do you use for testing? How can you reliably wait for the pages to complete loading or know when a specific action has completed? How do you make your automated UI tests resilient enough, so that they don’t break if the website design or layout changes?
In addition to the aforementioned three groups of tests in the test automation pyramid, other types of tests can either fall under the service-level test group or have their dedicated slice of your test pyramid. These are the tests that you either run as part of the CD stage and each time you deploy to production, or run continuously; for example, you could have a canary test that runs continuously and exercises your application functionality in production. That way you know when something goes wrong immediately. Other types of tests (load or performance tests) can be run only on specific schedules or on demand, but not necessarily with every release.
[bookmark: Jepsen_tests__A_tool_that_we_nee]Jepsen tests
[bookmark: idm45549839528008][bookmark: idm45549839521144][bookmark: idm45549839519528]A tool that we need to mention whenever we talk about cloud native and distributed systems is the Jepsen library. The Jepsen library sets up a distributed system and runs a set of operations against it to verify that the history of operations makes sense. You can use Jepsen to analyze databases, coordination services, and queues, and it’s able to find a plethora of issues, including data loss, stale reads, lock conflicts, and more.
[bookmark: Performance_tests__These_tests_a]Performance tests
[bookmark: idm45549839511336][bookmark: idm45549839515576][bookmark: idm45549839513960]These tests are meant to give you an idea of how your application or services are performing by measuring, for example, how long specific scenarios took. You can write performance tests on the function or unit level to measure how long a single function or request takes. In addition to lower-level performance tests, you should also consider writing a scenario or feature-level performance test that measures how long specific actions take; for example, you could measure how long the login process takes, from the time a user clicks the login button to the time they are presented with their profile or dashboard page. Almost every time you do a feature-level performance test, you need to dig deeper and have metrics and numbers on specific functions as well. This will help you to pinpoint bottlenecks and allow you to investigate why a function is taking a certain amount of time to execute. An excellent way to track performance is to establish a baseline to which you can compare all your numbers. For your baseline, you can either use the measurements obtained with the first release of your code to production or define goals that you can try to meet (e.g., “User login should not take more than X seconds for mobile users using LTE connections”). Depending on how critical performance is to your system, you can use dedicated environments and conditions within which your tests are executed and you measure your system.
[bookmark: Load_tests__Load_tests_are_a_typ]Load tests
[bookmark: idm45549839506984][bookmark: idm45549839508648][bookmark: idm45549839507400]Load tests are a type of performance test that that you use to determine your system’s performance under certain conditions. These conditions could be, for example, a typical load you are expecting your system to be under most of the time, or extreme or peak loads that aren’t typical or expected. With load testing, you can determine the maximum load on your system and where the breaking point is. The results from the load testing can help you to plan as well as define alerting in your monitoring systems.
[bookmark: Security_penetration_tests__The]Security/penetration tests
[bookmark: idm45549839498952][bookmark: idm45549839499736][bookmark: idm45549839497624][bookmark: idm45549839501320]The purpose of security and penetration tests is to determine whether your system is potentially vulnerable to different types of attacks and, if so, in what ways it is vulnerable. This type of testing also involves doing security reviews of system architecture to determine the possible entry points and security-critical sections. The review should also ensure services don’t have unnecessary permissions and access to resources, as that can increase the fallout in case of a security breach. For example, if your service reads only from the database but never writes to it, it should have read-only access to the database and nothing more.
[bookmark: A_B_tests__A_B_tests_usually_are]A/B tests
[bookmark: idm45549839486504][bookmark: idm45549839494584][bookmark: idm45549839493784]A/B tests usually are executed against services that are already running in the production environment. The purpose of an A/B test is to determine whether one version of the service (A) performs better in comparison to another service (B). If you plan to do any A/B tests, make sure that you have a well-defined goal as well as all metrics in place that allow you to measure the results. For example, you could create an A/B test to determine whether using green buttons in your call to action increases your sales (i.e., users clicking it) versus having a yellow button. As an example, you can deploy both versions of your service and equally split traffic between them. Note that equally splitting traffic is not required, and you could also pick something else as a basis for a decision to redirect someone to version A versus version B.
[bookmark: Acceptance_tests__You_can_use_ac]Acceptance tests
[bookmark: idm45549839485624][bookmark: idm45549839491528][bookmark: idm45549839490280]You can use acceptance tests to determine whether your services are ready to be moved to a different environment, for example. You could define a different set of acceptance tests before you promote the code between environments. These tests should become stricter as you move closer to the production environment.
[bookmark: Usability_tests__Usability_tests]Usability tests
[bookmark: idm45549839482728][bookmark: idm45549839482344][bookmark: idm45549839481704]Usability tests are conducted with real users of your product to discover how easy it is to use your product. Traditionally, you would come up with specific scenarios or tasks and ask your users to try to accomplish these tasks using your product. While the users are working through the tasks, you would observe them as well as have them take a survey or ask them questions after they’ve gone through the tasks.
[bookmark: Configuration_tests__As_the_name]Configuration tests
[bookmark: idm45549839473896][bookmark: idm45549839477528][bookmark: idm45549839475480]As the name suggests, these tests are used to validate that the configuration that is going to be applied to your services and code is correct and all in place for the service to run. For example, you want to ensure that all connection strings are defined and correct for the environment in which the service runs. You don’t want to use production database connection strings for services that run in your testing or staging environment. Also, if you’re doing testing in production, you need to ensure that services and functions are configured correctly so that none of the live traffic is sent to your services.
[bookmark: Smoke_tests__Smoke_tests_represe]Smoke tests
[bookmark: idm45549839469304][bookmark: idm45549839468696][bookmark: idm45549839470584]Smoke tests represent a set of tests that you use to quickly determine whether a service, component, or application seems reliable enough to begin doing more thorough testing. For example, testing whether the service can successfully start and cleanly shut down is a form of a smoke test. If a service doesn’t even start, there’s not much other testing you can do.
[bookmark: Integration_tests__Integration_t]Integration tests
[bookmark: idm45549839467352][bookmark: idm45549839466840][bookmark: idm45549839466200]Integration tests usually involve testing multiple different services and the interactions between them. In the test pyramid, these would be placed above service tests but under UI tests. You execute these tests in their dedicated integration environments (for example, you can have a testing environment in which all different services come together and are tested).
[bookmark: Chaos_tests__As_the_name_suggest]Chaos tests
[bookmark: idm45549839458904][bookmark: idm45549839458264][bookmark: idm45549839457880][bookmark: idm45549839457240][bookmark: idm45549839454328]As the name suggests, the purpose of chaos tests is to wreak havoc and introduce chaos to your system randomly. You would run a set of so-called chaos monkeys as a separate service within your environment to test how your system behaves when things become chaotic and services are randomly disabled, become unavailable, the network slows down, and so on. There is an entire engineering practice called chaos engineering that deals with identifying failures before they become outages. The idea behind chaos testing is to proactively test how your system responds to failure conditions so that you can identify and fix any issues before they become actual outages and have an impact on your customers.
[bookmark: Fuzz_tests__Fuzz_testing_involve]Fuzz tests
[bookmark: idm45549839449160][bookmark: idm45549839448184][bookmark: idm45549839450280]Fuzz testing involves feeding a random, invalid, or unexpected set of data to your service or component in an attempt to make it fail. For example, if your service takes a JSON input, you could use existing tools to generate fuzzed JSON data or use prefuzzed data, send it to your service, and observe how it behaves.
[bookmark: idm45549839432600][bookmark: idm45549839430872]This list of different test types is nowhere near complete; there are many other types of testing that organizations and teams do. With the sheer number of different test types, it can be tricky to know which ones to run. You could run all of them, but that wouldn’t make much sense, and it would be extremely time and resource consuming. So, how do you decide which tests to run and when? With the assumption that you eventually automate all of your tests, a general guideline is to always run all unit tests on any component change and with every build. Developers should also execute unit tests as part of the pre-check-in process. After you run the unit tests, the next step would be to run acceptance, smoke, and integration tests that are affected by the changed component. These tests should be able to give you enough confidence to move the code and artifacts along to the next stage.
[bookmark: When_to_Run_Which_Types_of_Tests]When to Run Which Types of Tests
[bookmark: idm45549839443368][bookmark: idm45549839442520][bookmark: idm45549839440792][bookmark: idm45549839440184]Depending on the CI/CD stage your code is in, you should run different types of tests. The first tests that are usually executed are unit and service/serverless app tests. Unit tests specifically need to be small and execute in a short amount of time. Because they are run before the code merges, they serve as a first level of defense. In case of serverless functions, these are the tests you would run to validate each function separately.
At the next stage, the tests that can be executed either before or after code merge, depending on the complexity and how long it takes to run them, are the service-level tests. The purpose of these tests is to verify the service or the serverless application as a whole. In these tests, you will probably be using mocks instead of real service or serverless app dependencies.
After your code is merged, it is time to run integration tests. These tests verify the integration points between your services and serverless apps. To run these tests, you would deploy the services and serverless applications to their dedicated test environments and run tests between the integration points. Depending on the complexity and number of dependencies, you might want to use mocks for these tests as well. If you don’t have a lot of dependencies, you could provision them in your test environment and use them only for integration tests.
[bookmark: idm45549839436808]Canary testing is another effective way to continuously evaluate your services and functions. You can run canary tests continuously in each environment. They should mimic the user scenarios as closely as possible and can serve as a warning system for potential issues.
[bookmark: idm45549839434568]The other types of tests are usually run on their own schedules or as one-offs, and they depend on the type of the services and functions you are developing. For example, it doesn’t make sense to run in-person usability tests every week. These tests would be run as a one-off, probably to validate the ideas and features before releasing them or for getting feedback on features you are planning to work on.
[bookmark: Testing_Cadence__You_should_exec]Testing Cadence
[bookmark: idm45549839438200][bookmark: idm45549839425928]You should execute security, fuzz, load, and performance tests at a regular interval, but it probably does not make sense to run them with each build or code change, unless the changes affect the security or performance of your system.
[bookmark: idm45549839435576]Before each deployment you should be running configuration tests (if any) to ensure that the service configuration is correct—you could also selectively run these tests based on whether the configuration has changed.
[bookmark: idm45549839427432]Chaos testing is something you do in the production environment, and you should do this at regular intervals as well. Some teams decide to do surprise chaos testing as a drill to ensure that they can handle outage situations well. The first time you run a chaos test, it’s highly likely that everything will go wrong, but any subsequent runs should become easier, and there should be fewer and fewer issues discovered during this type of testing.
[bookmark: idm45549839417528][bookmark: idm45549839417144]The usability and A/B tests fall into a category of tests that you execute when the need arises. The usability tests can be valuable each time there’s a significant change to the way your product works—you want to get feedback to ensure the product is usable by your actual users. Finally, you should run A/B tests only when or if there is a need for them.
	[bookmark: Table_5_1__Run_frequency_for_var]Table 5-1. Run frequency for various test types
Test type
	Cadence
	Notes

	Unit tests
	Before every code merge/check-in
	[bookmark: idm45549839414440]Automated and fast and easy to run.

	Service tests
	Before (or after) every code merge/check-in
	[bookmark: idm45549839410504]Automated and fast and easy to run, uses mocks.

	Integration tests
	Before deployment to staging/test environment
	[bookmark: idm45549839407336]Automated, takes longer to run, can use mocks or real dependencies.

	Canary tests
	Continuously in all environments
	[bookmark: idm45549839404184]Automated, can be costly to maintain, runs continuously.

	UI tests
	On UI changes
	Manual; consider automating if your solution is UI heavy.

	Performance tests
	One-off at first, weekly later
	[bookmark: idm45549839400360]Initial performance test might be manual and stopwatch to get a baseline. Consider automating if you can create repeatable numbers; run weekly or on bigger changes. Alert if different from baseline.

	Security tests
	Daily
	Automated; if possible, have these tests as part of integration/canary tests. Penetration testing is usually manual and one-off. Enable vulnerability/exploit testing on the container registry.

	A/B tests
	As needed
	[bookmark: idm45549839393656][bookmark: idm45549839392808]Make sure you are changing one variable between A and B versions of the application to see which one is performing better.

	Chaos tests
	As needed
	Use an automated chaos monkey tool; rerun as needed.


[bookmark: Testing_in_Production__Whenever]Testing in Production
[bookmark: ix_testprod][bookmark: ix_prodtst][bookmark: ix_DOtstprod][bookmark: idm45549839380792]Whenever someone mentions testing in production, it always feels like they are trying to make a joke instead of talking about it for real. However, thinking about how much investment is needed to keep multiple environments up and running—we are assuming here that you have at least a staging or testing environment—the investment for doing actual testing in production will not seem so big anymore. In our experience, the biggest problem when using separate environments for testing is merely keeping them up to date and synchronized with the actual production environment. Remember that for testing in separate environments to make sense, you need to mimic your production environment as closely as possible. This includes running pretty much everything you run in production—any databases, queues, external dependencies, and so on—and keeping all of these synchronized. For example, if you update your database version or you change the database schema, you are doing these changes twice, or rather in two environments. Besides, your testing environment is probably smaller than your production; you won’t run it in each region and you won’t be using the same size of compute or databases because you don’t want to keep all that running, maintain it, and pay for it either.
To put it differently, your testing environment is a smaller version of your production environment—a mini-me of your production environment. This, however, can affect the way you run your services, so your per-service configuration will differ from the production service. At this point, are you testing your services in the same environment as your production services? Probably not.
Because your environment is a scaled-down version of the production, how could you even know whether that new feature or bug fix actually works the way you intended it to work? You need some monitoring in place as well, but you are effectively monitoring a completely different system, and that doesn’t make much sense.
Another benefit of testing in production is that in addition to the synthetic traffic that is generated by your tests, you are also using actual customer use cases and production traffic.
It’s quite clear that keeping everything running within one environment is a full-time job, let alone doing the same in two or more environments. At this point, the question about testing in production no longer sounds like a joke, and it is actually a viable solution. To be clear, we’re not suggesting that testing in production is easy, not at all. There are risks, and getting to a point in your organization at which you can do this effectively involves much technical investment and possibly cultural changes as well. You should always evaluate whether making this investment is justifiable for your team or organization.
We’re not saying testing environments are not valuable; they are valuable, and it is better than not having any testing at all. However, if you’re noticing you’re spending far too much time maintaining this special environment, making investments that apply only to a testing environment, or getting false positives in your tests, it makes sense for you to consider testing in production.
[bookmark: idm45549839384264]There are a couple of things that need to be in place before you should even consider doing testing in production. Looking at the DevOps maturity model, you should be in a place where the process of moving your code from the check-in to an environment is fully automated. That means that you are effectively doing CI and CD.
Let’s break down the entire testing process into multiple stages, as shown in Figure 5-2.
[bookmark: Figure_5_2__Stages_of_testing_in][image: clna 0502] 
Figure 5-2. Stages of testing in production process
Let’s look at each stage in more detail.
[bookmark: Predeployment__The_services_are]Predeployment
[bookmark: idm45549839377720][bookmark: idm45549839370344]The services are considered in the predeployment stage after the code is built, packaged, and tagged and lives in a container image repository (such as Docker registry).
This applies similarly to your serverless applications. At this stage your functions that make up the serverless application are compiled and tests are executed. The output of this stage is an artifact, such as a ZIP package that contains the built serverless application.
Before the packaged code moves to the deployment stage, you need to run the tests mentioned earlier—unit tests, integration tests, acceptance tests, and so on—to ensure that the code meets the specific criterion and can move on to the next stage.
[bookmark: Deployment__Deployment_is_the_pr]Deployment
[bookmark: idm45549839370856][bookmark: idm45549839362840][bookmark: idm45549839362328][bookmark: idm45549839361224]Deployment is the process of taking the built, packaged, and tested code and moving it into the production environment. Practically, this means that you have generated any deployment files and other configurations that allow you to deploy the package to the platform. For serverless applications, this might involve using a declarative application model such as the AWS Serverless Application Model (AWS SAM). Your AWS SAM template defines your functions, it has a link to the built code package from the previous stage, and it can also contain any dependent services and permissions that need to be applied. One crucial difference between deploying serverless applications versus containerized services is that if you use, for example, AWS SAM templates that define everything your serverless app needs, you can quickly create multiple different environments, if needed, to test your function. Because you can create an exact replica of your production environment with low cost and you can tear it down right after you’re done with it, it might be easier and less complex to do that than it would be to implement traffic routing on the function level.
[bookmark: idm45549839360312]One important thing to note here for containerized services is that even though your code is now in the production environment, none of the traffic is reaching it yet. Before you enable traffic to the service, you run various configuration, integration, and, possibly, load tests. After the tests pass your defined bar, you can begin releasing the service.
[bookmark: Release__Releasing_the_service_i]Release
[bookmark: idm45549839356936][bookmark: idm45549839359480][bookmark: idm45549839355880][bookmark: idm45549839355272]Releasing the service involves gradually increasing the amount of real traffic you want to direct to your deployed service. If you are using containerized applications, you can quickly carry out this process by using a service mesh, such as Istio. Along with your service, you deploy a VirtualService resource and a DestinationRule. With a DestinationRule you define a new subset that represents the new version of your service, and in the VirtualService you assign the percentage of traffic that you want to run to the existing service version and the new service version. For serverless apps, you can utilize a combination of an API gateway and load balancers to achieve similar functionality. Alternatively, due to low cost and quick deployments, you can decide to create separate environments (staging, testing) for your serverless applications. If you decide to do that, make sure to define and understand which services should use which serverless applications.
For example, after deployment, you’d begin by redirecting 10% of the incoming traffic to the new version of your service. At the same time, you need to continually monitor the new service to ensure that there are no issues. In addition to monitoring, you can run additional tests that target this new service. When the test results give you enough confidence, you can increase the traffic to 20%, 50%, and, finally, to 100%. The process after increasing the traffic is the same: monitor and observe the new service and if all looks good, increase the percentage. If you discover any issues, you can decide to roll back the new release (i.e., switch traffic back to 0%), fix the issue, and then repeat the entire process. Alternatively, you can also decide to continue despite the discovered issues (provided the issues are a low priority and don’t affect your service too much).
[bookmark: Post_release__After_your_service]Post-release
[bookmark: idm45549839344344][bookmark: idm45549839343736][bookmark: idm45549839341736][bookmark: idm45549839340056][bookmark: idm45549839350120][bookmark: idm45549839342472][bookmark: idm45549839338552]After your service is fully released and 100% of the traffic is routed to it, you can continue doing additional tests, such as chaos tests, various A/B tests, and monitoring logs for exceptions. The post-release stage could also be called the stage at which you are operating your services. In addition to testing, this also involves responding to any exceptions and outages by having your team be on-call.
[bookmark: Development_Environments_and_Too]Development Environments and Tools
[bookmark: ix_DOdet][bookmark: idm45549839329832]Development environments have traditionally been set up and configured on local development machines or virtual machines (VMs) running locally. Local development environments have enabled quick development workflows, allowing developers to quickly iterate, test, and debug code changes. Many of the tools available today have supported this approach for a long time.
[bookmark: idm45549839329272][bookmark: idm45549839334440]The move to microservices architectures and serverless compute can make it difficult, if not impossible, to run the entire application on a local development machine. Pushing changes from local to a remote environment increases the development cycle, reducing developer productivity. It’s generally been easier to quickly iterate and validate code changes locally, but new tooling is now making it increasingly easy to begin doing more of this in the cloud, or at least integrating with the cloud. There are other benefits to cloud-based development environments; they support collaboration as well as improved parity across test and production environments.
Often what’s best for a team and project is some combination of local and cloud development environments and tooling. For example, some teams edit code locally, run some unit tests, and then push the changes into a cloud-based development environment. When developing a service, there are sometimes dependencies that need to run in the cloud.
[bookmark: idm45549839328296]Following are some development environment considerations:
Does the code being developed need to run in the cluster?
Where do you want to run your cluster? Locally or in the cloud?
Where do you edit and commit changes from? Locally or in the cloud?
Are there dependencies that need to run in the cloud?
Is the team heavily distributed and would it benefit from collaborative development environments?
[bookmark: idm45549839321528][bookmark: idm45549839321016]For example, a feature using serverless compute is implemented and debugged locally using unit and integration tests. Test doubles can be used to avoid having to bring up other service dependencies in the local environment. After the unit integration tests and linting are successful, the code is deployed into a dev/test environment and tested in an actual cloud environment. The changes can now be submitted in a pull request, reviewed, and moved through the CI pipeline. As Figure 5-3 demonstrates, much of the feature development is completed locally; it’s the final set of verification tests in an actual cloud environment before a pull request and code review starts.
[bookmark: Figure_5_3__Connection_between_l][image: clna 0503] 
Figure 5-3. Connection between local development environment and cloud environment
[bookmark: Development_Tools__Many_useful_d]Development Tools
[bookmark: ix_DOdettool][bookmark: ix_devtool][bookmark: idm45549839308888][bookmark: idm45549839308376]Many useful development tools and services are now available that make it much easier to build applications with remote clusters or stand up local environments that are more similar to test and production environments. There are so many tools out there, and more showing up, that it would be difficult to cover them all.
If you are considering a local development environment, there are a couple of tools available that allow you to run Kubernetes in your local development environment:
[bookmark: idm45549839307736] Minikube runs a single-node Kubernetes cluster in a VM and is commonly used for local development environments. Minikube can be useful for experimenting with Kubernetes in a local environment or setting up local development environments that are closer to test and production environments.
[bookmark: idm45549839304248]Similar to Minikube, Docker for Mac and Windows is another extremely popular and easy-to-run tool that allows you to run Kubernetes locally. If you are using Docker, you probably already have this installed, and enabling Kubernetes support is as simple as selecting a checkbox in the Docker for Mac or Windows settings.
Both of these tools are useful; however, there might be features that are either not fully supported or missing in the local development scenario—for example, using the LoadBalancer type in Kubernetes services. These tools are also rapidly evolving and new features and bug fixes are added frequently, so the way Kubernetes is run locally is becoming very similar to how it is run in the production environment. Note that the local development environment is never a replacement for a real, cloud-based environment. Even though these tools will let you run the minimal Kubernetes environment on one node, you need to ensure that you have enough resources available for it to run smoothly.
[bookmark: idm45549839300888]In addition to the aforementioned local Kubernetes development tools, there are other useful tools available today to make local and remote development easier:
[bookmark: idm45549839304808][bookmark: idm45549839299080]Docker Compose is a tool for defining and running multiple containers. A YAML file is used to define the containers that you can manage, start, stop, and delete as a group. The grouping makes it easy to bring up more complex local development environments. Local container-based development environments can help isolate and avoid dependency version conflicts. The environment handles building and running the software, and the tools needed to build and run the software can be part of the image. There’s no longer a need to get the right version of a runtime installed or switch between them. Dependencies on products like Redis or MongoDB can be easy to quickly bring up and down.
[bookmark: idm45549839298216]KSync updates containers running on a cluster by replicating local files to the containers running in a remote cluster. A developer can use their favorite local editors and source control management tools while building, running, and testing the application in a remote cluster. Changes are replicated to a container in the cluster where they are built and run. This can sometimes make it quick to iterate on changes without the overhead of building an image, pushing it, and updating the running container.
[bookmark: idm45549839293384]Skaffold is a command-line tool that you can use to continually deploy code changes to a local or remote Kubernetes cluster. It automates the development workflow by building an image and pushing it to a cluster when code changes. Skaffold can push file changes into a container if there are files that can be synchronized, or it optionally creates an image and deploys a new container instance.
[bookmark: idm45549839291432][bookmark: idm45549839296360]Draft is an open source tool that automates the deployment of application changes to either a remote or local Kubernetes cluster. You can use Draft to generate simple Dockerfiles and Helm charts. The tool detects the application language used when generating the files. You can customize it to streamline the development of any application or service that can run on Kubernetes. Draft makes it easy to edit locally and develop remotely.
[bookmark: idm45549839286728]Telepresence is an open source tool that you can use to wire containers running locally into a remote Kubernetes cluster. This can be useful when developing multiservice applications like those used in a microservices-based architecture. You can develop a service locally, enabling fast iterations and rich debugging while transparently interacting with other services in the cluster. This works almost as if your local machine were part of the cluster.
[bookmark: idm45549839285304]For Azure-specific Kubernetes development, Azure Dev Spaces is a great development tool. It allows you to develop and run containerized services in isolation directly on Azure Kubernetes Service. This isolation enables a team of developers to develop an entire application on the same development cluster collaboratively and, as a result, drastically reduces the need for mocks and stubs.
[bookmark: idm45549839287768][bookmark: idm45549839283608][bookmark: idm45549839279800]Many of the cloud vendors offering Function as a Service (FaaS) also provide local development tools, making it possible to run and debug functions locally. Amazon Web Services (AWS), for example, ships AWS Serverless Application Model (AWS SAM) Local. Microsoft’s Azure Functions Core Tools includes a version of the same runtime that powers Azure Functions, which can run on a local development environment. All of these options typically use container images, so you can use Minikube or Docker for Mac/Windows to run them locally.
[bookmark: Development_Environments__Using]Development Environments
[bookmark: ix_DOdetenv][bookmark: ix_devenv]Using the tools discussed in the previous section, you can use a few different approaches to configure productive development environments that meet the needs of different teams.
[bookmark: Local_Development_Environments]Local Development Environments
[bookmark: idm45549839273528][bookmark: idm45549839272680][bookmark: idm45549839271768]Local development and debugging are still currently faster than remote, and developers are accustomed to the tools and flows of local development environments. When using one of the cloud providers’ serverless compute FaaS services, you can use the cloud vendors’ tools to run a local environment and/or complete the final tests in the cloud.
[bookmark: idm45549839268296][bookmark: idm45549839267336]Docker Compose is a useful tool for setting up container-based development environments. Docker Compose can spin up the containers necessary to build and run the application as well as any dependencies such as databases. Files can be mapped to the host environment, enabling developers to use editors and source control management tools on the host system.
[bookmark: idm45549839269736]The following example shows a Docker Compose file that brings up a node development environment with MongoDB. The container /app directory is mapped to the current project direction and the container has access to the project source code through a volume mount. Developers will use build tools and run the application within the container but edit code files from the host system as usual:
version: '3'
services:
  app:
    hostname: vegeta-dev
    image: node:10.15.0
    working_dir: /app
    volumes:
      - ./:/app
    ports:
      - "3001:80"
    tty: true
    stdin_open: true
    working_dir: /app
    command: bash
    environment:
      - IP=localhost
      - PORT=8080
      - CONFIG=/app/server/config.json
    networks:
      threadsoft:
        aliases:
          - vegeta
  db:
    hostname: db
    image: mongo:4.1.6
    volumes:
      - "/data"
    networks:
      threadsoft:
        aliases:
          - db
networks:
  threadsoft:
    external:
      name: threadsoft

[bookmark: Local_Development_with_a_Remote]Local Development with a Remote Cluster
[bookmark: idm45549839260616][bookmark: idm45549839259768][bookmark: idm45549839262216][bookmark: idm45549839261224][bookmark: idm45549839258152]When using a development workflow that runs compute on a remote cluster, one of the challenges is to minimize the time it takes to push changes to the remote environment. Tools such as Skaffold, Draft, and KSync save time automating this workflow with remote Kubernetes clusters. Scripts or cloud provider frameworks might be necessary when you are developing against serverless compute FaaS. With the cloud provider FaaS, given the service deployment and code start times, it’s likely faster to develop locally and run some final tests in the cloud environment.
Here are some things that you need to consider with this approach:
Does the tool work well with an interpreted language like JavaScript or compiled languages like Go?
Does the tool push code changes to the cloud and/or rebuild, push, and deploy?
How long does it take to deploy and run a change? Consider experimentation before mass adoption.
[bookmark: Skaffold_Development_Workflow__Y]Skaffold Development Workflow
[bookmark: idm45549839250040][bookmark: idm45549839249192]You can start a Skaffold development workflow by running skaffold dev, which starts a deployment, and Skaffold begins watching for file changes, as seen in Figure 5-4. You can configure Skaffold to synchronize files into the running development container, like static files or the code files used in an interpreted language. If a change triggers a new build, you can configure Skaffold to build the image locally, in the cluster, or in a build service. After you execute container tests, the image is tagged, pushed to an image repository, and then deployed into the cluster. A developer can iterate on code and quickly see changes pushed to the cluster. The synchronize feature in Scaffold can save a considerable amount of time by avoiding the entire image build-push-deploy process and quickly pushing changes into the running container.
[bookmark: Figure_5_4__The_Skaffold_develop][image: clna 0504] 
Figure 5-4. The Skaffold development workflow
[bookmark: idm45549839244488]By convention, Skaffold looks for a configuration file named skaffold.yaml in the current directory, which you can explicitly pass in by using the --filenam flag. A sample Skaffold file is presented in the following example, which configures Skaffold to synchronize .js files into the running container and deploy using kubectl with the k8s-pod.yaml Kubernetes pod specification:
apiVersion: skaffold/v1beta4
kind: Config
build:
  artifacts:
  - image: gcr.io/my-project/node-example
    context: .
    sync:
      '*.js': .
deploy:
  kubectl:
    manifests:
    - "k8s-pod.yaml"

Tip
When deploying into Kubernetes, this flow also works against local development clusters, like a Minikube cluster.
[bookmark: Remote_Cluster_Routed_to_Local_D]Remote Cluster Routed to Local Development
[bookmark: idm45549839234792][bookmark: idm45549839234280]In this development flow, a service is developed locally just like the local development flow. The Telepresence tool runs a proxy in the remote cluster and is an ambassador for the local service, proxying requests through to the local service and back out to other services in the cloud.
Figure 5-5 depicts a request from one service routed to the Telepresence proxy as though it were the actual service. The Telepresence proxy sends the request to the service running in the local development environment. A request is made from the service being developed in the local development environment to another in the cluster, and Telepresence handles proxying this request to the actual service in the cluster. Telepresence also replicates cluster environment settings like configurations to the service running in the local development environment. This replication can be useful when you need to develop and debug a service locally while other service dependencies run in the remote cloud environment.
[bookmark: Figure_5_5__Developing_locally_a][image: clna 0505] 
Figure 5-5. Developing locally against a remote cloud cluster
[bookmark: Cloud_Development_Environments]Cloud Development Environments
[bookmark: idm45549839229608][bookmark: idm45549839228808][bookmark: idm45549839226280][bookmark: idm45549839228056][bookmark: idm45549839225816][bookmark: idm45549839225224][bookmark: idm45549839223880]With the cloud development environments, developers connect to development machines running in the cloud. Integrated development environments (IDEs) are either browser based or accessed through a remote virtual desktop–type environment. Tools like Eclipse Che are able to provision developer workspaces in a cluster. This helps ensure consistency across developer workspace environments and makes it easy to bring up new developer environments.
[bookmark: CI_CD__CI_is_a_practice_of_autom]CI/CD
[bookmark: ix_DOCICD][bookmark: ix_CICD][bookmark: idm45549839216328][bookmark: idm45549839211880]CI is a practice of automated building, testing, and integrating newly developed code with the existing code for the purpose of releasing it. In practical terms, this means building the code in your feature branch, running unit tests, merging the code if it passes, and, finally, creating an artifact, such as a binary, a container image, or a compressed file, depending on your type of service. CI ensures that any code that you are trying to merge to the master or release branch has passed a series of tests—it gives you a certain degree of confidence and allows you to catch any issues early on. As part of the CI process, your code is packaged, tagged, and pushed to a container registry (like Docker Registry), and instead of moving the code between different stages, you are moving only the container image information (e.g., container image registry and container image name with corresponding tags), which significantly speeds up the entire process.
[bookmark: idm45549839212456]You can think of the next phase, CD, as an addition to the CI. In this phase, you are running additional tests with the goal of having your code always ready to be deployed to production. In practical terms, after your code passes through this stage, there shouldn’t be any questions about its stability or quality, and any engineer could easily deploy code to production.
[bookmark: idm45549839207816]By the time your code reaches the final phase, called Continuous Deployment, it is thoroughly tested and it can be automatically deployed to your production environment. Compared to CD, this phase is all about automated deployment without any manual intervention. Some teams stop at the CD phase and decide to do manual deployments to production.
As an engineer, having all three phases in place gives you peace of mind that if your code is merged and it passes the tests and the delivery phase, it is automatically deployed to production. Assuming that you have this in place for your entire system and its components, it enables you to independently deploy any parts of the system multiple times with high confidence.
Regardless of whether you’re working with services or serverless applications and functions, you would be using the same CI/CD process. The fact that a function is usually smaller than a service doesn’t change the way they are treated when they are built or deployed.
Figure 5-6 shows a couple of different stages that are part of your CI/CD process.
[bookmark: Figure_5_6__Stages_of_the_CI_CD][image: clna 0506] 
Figure 5-6. Stages of the CI/CD process
[bookmark: Source_Code_Control__Source_cont]Source Code Control
[bookmark: idm45549839209336][bookmark: idm45549839208824]Source control is where everything begins in the CI/CD flow. It is the repository in which your code resides. There are multiple ways in which your source code control could be set up, but you should have at least a main branch called “master” and probably multiple other branches where you do your feature work and bug fixes. Your source code control is the source of truth for your code and, if you desire, configuration as well.
[bookmark: How_About_Mono_Repo_and_Multi_Re]How About Mono-Repo and Multi-Repo?
[bookmark: idm45549839199768][bookmark: idm45549839196664][bookmark: idm45549839195960]The idea behind the mono-repo is to store all of your code (all services, tools, application, etc.) in a single source code repository. The alternative to the mono-repo is a multi or poly-repo in which your code is in multiple repositories; for example, each service or function resides in its repository, tools in a separate repository, and so on. It is difficult to give a final suggestion on which option is better, because regardless of which way you go, you need to solve similar problems. On top of that, the choice depends on multiple other factors, such as the number of services you have.
One of the benefits of having all your code in one repository is that it enables better and easier collaboration and sharing of code. As a developer, you won’t need to chase different repositories and try to correlate changes across multiple repositories because everything is in one place. On the other hand, why would you need to clone one, huge mono-repo if you are working on or interested in only a small piece of it or a single service? As you can see, it can be difficult to make a recommendation on which way to go. If the number of services and code is relatively small, it makes more sense to keep it in a single repository, in which case, it does make collaboration easier, and you have everything in one place. However, as soon as the size of the repository and number of services exceed a certain number, it makes more sense to split the mono-repo into multi-repos.
Another thing to consider is how your services are built and how you are going to manage service dependencies. Having everything in one repository can push you toward more code reuse and, potentially, tight coupling as well as dependency sharing. It can quickly get out of hand, so if you’re considering a mono-repo, carefully consider how dependency management works and make sure you are correctly isolating services and avoiding tight coupling. Also, think about what happens if there’s a build break that’s not necessarily in the portion of the mono-repo you own. Is the entire build broken or just that one part? You can solve all of this with tools; however, you get this guarantee for free when using multi-repos.
With regard to building the mono-repo and producing build artifacts/container images, you can get a single version/tag that is used for all of your services, and this can make your testing easier because you are using a single name to refer to the collection of services and state of the world. Using multi-repos, you end up with different tags for each artifact, and your “state of the world” becomes a collection of different services, tags, and versions. Having a mono-repo can also help if you’re deploying all services at the same time. However, this is probably not the result you want. With cloud native, you should be striving to get to a place where you can independently deploy each service. Keeping this goal in mind, having all of your services in a mono-repo doesn’t give you any apparent benefits.
In terms of code ownership, a mono-repo makes it difficult to define where the boundaries are. With multi-repos, it is much clearer which teams own what and who’s responsible for which part of the code.
[bookmark: Build_Stage__CI___Regardless_of]Build Stage (CI)
[bookmark: idm45549839189528][bookmark: idm45549839188680][bookmark: idm45549839191544]Regardless of how your repositories are structured and how many of them you have, the purpose of the build stage is to take all of the changes you committed to your repository and build the code to ensure that there are no errors in it. If the build succeeds, you move to the next stage where your code is tested. If a build fails, the entire process stops, code changes are rejected, and the developer is notified.
[bookmark: Test_Stage__CI___In_this_stage_o]Test Stage (CI)
[bookmark: idm45549839176104][bookmark: idm45549839175256]In this stage of the pipeline, you know the code was successfully built, but now it’s time to run the range of tests, including unit tests, functional tests, acceptance tests, static analysis, linting, acceptance tests, and so forth. This part of the CI process falls under the predeployment stage of testing in the production process.
After you execute the tests and they pass, the code is packaged and tagged with a version number or commit ID and pushed to a container image repository or, in the case of a serverless application, packaged and uploaded to storage. If tests failed, the code check-in is rejected, and the developer is notified. This stage concludes the CI process.
[bookmark: idm45549839179848]Because you are testing and building your code often, it makes sense to ensure that both build and test stages are fast and the generated artifact is as small as possible to make it easier to move around. In addition, the artifact should also be reusable so that you don’t need to rebuild the same container image multiple times. If you’re using Docker, you should take advantage of the multistage build process in which you build your code using a container image that has everything that’s needed for the build to happen. In the second stage of your build, you copy only the built artifact to the release container image. Ideally, the release container image includes your built service and nothing else, which makes the resulting container image smaller.
Here’s is a basic example of how a Dockerfile with multistage build would look if you were using Golang:
FROM golang:1.11.5
WORKDIR /go/src/github.com/peterj/simplego
COPY main.go .
RUN CGO_ENABLED=0 GOOS=linux go build -a -installsuffix cgo -o app .
FROM alpine:latest
RUN apk --no-cache add ca-certificates
WORKDIR /root/
COPY --from=0 /go/src/github.com/peterj/simplego/app . CMD ["./app"]

[bookmark: idm45549839181448]The previous Dockerfile uses the golang:1.11.5 container image and copies the source file to the container first, then uses go build to build a binary called app. In the bottom part of the code, you define a second container image based on the Alpine container image, install the ca-certificates, and copy the built binary from the first stage of the build (--from=0). Finally, you run the binary using the CMD command.
If you build this, you end up with a final container image with a size around 8 MB, whereas the container image in the first stage of the build is more than 800 MB. The 100-fold size difference is significant, and you can imagine the difference in speed when this container image is moved around between registries or is pulled to different hosts. The majority of popular Docker images on the Docker Hub image registry have a full-sized image available in addition to the smaller or trimmed-down versions, usually tagged with the word slim.
[bookmark: idm45549839170808]From the security standpoint, smaller images also mean a smaller attack surface given that the only thing your image contains is your binary and nothing else. If you’re using a full-sized operating system image (e.g., Ubuntu) to install your binaries on top of it, the potential attackers gain access to your binary as well as the whole assortment of tools that come with the Ubuntu operating system.
[bookmark: idm45549839169080][bookmark: idm45549839164488]One of the best practices for tagging the container image is to use an abbreviation of the Git commit checksum hash and a build number. Following this naming practice, a sample container image name looks like this: myimage: ed3ee93-1.0.0. Using this naming format, you can quickly discover which changes the image contains. After you decide to make the container images public and available for others, you can remove the hash and use only the version number, like this: myimage:1.0.0. Whenever you push a new version of the image to a public container image registry, make sure that you also create the latest tag, which references the latest version of the image.
[bookmark: idm45549839167192]Testing serverless applications involves running a similar set of tests as for containerized applications—unit tests, integration tests, acceptance tests, and so on. For unit tests, you should mock any dependencies your functions have; however, to run integration tests, you can create a test environment in which you trigger test events that will in turn execute and exercise your functions. The important thing to have set up for your serverless applications is a template that describes the environment and any dependencies your functions have. Using this template, you can quickly create and tear down an environment. Because this is a short-lived environment meant for testing only, the cost will be significantly lower than constantly maintaining a test or staging environment. For serverless applications, the output of this stage would be a tested and packaged artifact that contains your serverless application.
[bookmark: Deploy_Stage__CD___The_deploy_st]Deploy Stage (CD)
[bookmark: idm45549839165864][bookmark: idm45549839159160][bookmark: idm45549839158216]The deploy stage of the process can be automatically triggered by the successful completion of the CI stage or, in the case of a containerized application, an event that is triggered when a new container image is pushed to the container image repository. An important thing to note is that after you reach the deploy stage, you are no longer dealing with source code, but container images, packaged artifacts, and configuration and deployment templates.
[bookmark: idm45549839153816][bookmark: idm45549839156680]The purpose of the deploy stage is to take the built and tested artifact and deploy it to the desired environment (production, for example, or the staging environment). If you take Kubernetes as your deployment platform, this stage would involve creating all deployment and configuration files that are needed to deploy the artifact into Kubernetes. At this stage, you can use Helm and templatized deployment files with a custom set of configuration and values to deploy the artifact. If you’re deploying to production, your configuration also includes a service mesh or other configuration needed to ensure that no traffic or requests are sent to the deployed container image. The configuration depends on what type of tests are you going to run: if you’re planning to run load tests or additional integration tests, you need a set of configuration files that allow only testing traffic to pass to the deployed container image.
For serverless applications, assuming that you are using AWS Lambda, you can use AWS SAM to define your application, point to the packaged artifact, and include any additional infrastructure (API gateways) and permissions. Creating a test or staging environment for serverless applications is trivial if you’re using one of the templating solutions that are available from cloud providers.
[bookmark: idm45549839154536]Another pattern and type of testing that’s popular is called traffic mirroring, shadowing, or dark traffic. What this allows you to do is to mirror or shadow all real and production-level traffic and send it to the deployed service. Note that you are not routing the production traffic through the newly deployed service; the real traffic still goes through your released service, and in addition to that, it also is mirrored to the deployed service.
[bookmark: idm45549839154024][bookmark: idm45549839140104]If you’re using Istio as your service mesh, you can enable traffic mirroring by adding the mirror key to your Istio virtual service resource. Here’s an example of a virtual service that sends all traffic to the released (v1) service but also mirrors all requests to the deployed (v2) service:
apiVersion: networking.istio.io/v1alpha3
kind: VirtualService
metadata:
  name: recommendation-service
spec:
  hosts:
    - recommendation-service
  http:
  - route:
    - destination:
      host: recommendation-service
      subset: v1
      weight: 100
    mirror:
      host: recommendation-service
      subset: v2

With the mirroring in place, you can run additional tests, or instead use the production traffic and monitor the deployed service. You can achieve similar functionality for your serverless applications with AWS CodeDeploy, for example, or Azure Traffic Manager. These solutions can help you to gradually shift traffic from one version to another and do blue/green deployments.
If you are not doing testing in production, your deployment at this stage would have been into a dedicated staging or testing environment. Because of that, you could automatically begin redirecting 100% of the traffic to the new service and release it as soon as it is deployed, effectively combining the deploy and release stages. As your final step in the process, you would be carefully monitoring the service as well as the entire environment as you’re running the tests. Upon successful completion of the test, you would start a separate CD process that would take the container image from the staging or test environment and deploy and release it into the production environment.
[bookmark: Release_Stage__CD___To_get_start]Release Stage (CD)
[bookmark: idm45549839146680][bookmark: idm45549839146136][bookmark: idm45549839132120]To get started with this stage, you should have gathered enough data from testing the deployed service to feel comfortable with beginning to release the service to production.
[bookmark: idm45549839146552]As mentioned previously, the process of releasing involves slowly redirecting a portion of the production traffic to the service or swapping a staging deployment slot with a production deployment slot. Redirecting production traffic could be easily achieved using a service mesh such as Istio for containerized services or using AWS CodeDeploy or Azure Traffic Manager for doing the same with serverless applications. In both cases, you can gradually increase traffic to the new service or serverless application until you are directing 100% of the traffic to the new version. You have multiple options of picking and choosing the production traffic that you redirect. Usually, you would take a percentage of all production traffic and redirect it. However, in some cases, you could be more selective and smartly pick the traffic, based on the features in your new service. For example, if your service contains a fix for an issue that occurs only in a certain web browser, you could decide to redirect only traffic coming from the affected web browsers to your service. That way you can verify that the issue is fixed with the real users. Note that you probably want to test with other traffic as well, because you don’t want to introduce issues for other browsers.
Similarly, you could get even fancier and more advanced and route traffic based on specific HTTP headers. For example, you could introduce a unique header name and value that gives users access to beta features of your product. Then, with the beta releases, you can route only the users who have opted into the newly released service. This could also be done for serverless applications at the API gateway level.
Regardless of how you decide to pick the production traffic, you need to carefully monitor and observe released services and functions each time you increase the percentage of the production traffic to the new version. If you discover any issues, you can change the production traffic split and restore the previous state for which all traffic was going to the previously released version. Alternatively, you can also decide to remove the new version from production by doing the reverse process of deployment. If you observe that the new version is behaving well and there are no new issues introduced, you can keep increasing the traffic, and when you reach 100%, you have successfully released a new version.
In the perfect, ideal world, the decision to increase the traffic to the new version is made automatically for you. There would be systems in place that could intelligently decide to move forward with the release, based on the data received from the service. A fully automated workflow like this is a part of the mature DevOps stage in which you’re doing CI, CD, and Continuous Deployment. However, the reality is that this is a manual process, and user intervention is required to make a decision as to whether to move to the new version.
When you reach 100% of traffic to the new service, you can remove the previously released (now deployed) service from the environment and enter the final stage of the process, called post-release.
[bookmark: Post_Release_Stage__In_some_sens]Post-Release Stage
[bookmark: idm45549839120920][bookmark: idm45549839121368][bookmark: idm45549839133928][bookmark: idm45549839144856][bookmark: idm45549839116376]In some sense, this stage doesn’t fall under CD; however, it is a part of testing in production or operating any application in production. The post-release stage is a stage in which all of your released applications are in, and it involves continuous service monitoring, investigating incident and error reports received from the users directly or through your alerting and monitoring system, as well as doing additional testing such as chaos tests.
Here are some of the key items to keep in mind when building out your own CI/CD pipeline:
Builds should be fast (mono-repo or poly-repo)
Tests should be reliable
Container images should be as small as possible
Decide on the production traffic selection strategy (all traffic, portion of the traffic, based on specific criteria, etc.)
[bookmark: idm45549839125512][bookmark: idm45549839124056]Observable services are essential to a successful CI/CD pipeline
[bookmark: Monitoring__We_have_mentioned_th]Monitoring
[bookmark: ix_DOmon][bookmark: idm45549839114216][bookmark: idm45549839113704][bookmark: ix_moni]We have mentioned the importance of having proper monitoring and observable services throughout this chapter. Without monitoring you are effectively flying blind, not knowing what your service is doing or how is it behaving. Monitoring is essential during all stages of the CI/CD process; however, it’s especially important during the release stage.
[bookmark: idm45549839110056][bookmark: idm45549839109400]Monitoring is traditionally used to assess and report on the overall health of a system or services. Let’s take a look at some of the primary metrics in monitoring:
Error rate
[bookmark: idm45549839104120]This metric should tell you the rate of requests that are failing (e.g., number of HTTP 500).
Incoming request rate
[bookmark: idm45549839104744][bookmark: idm45549839103496]Usually measured in HTTP requests per second (or reads/writes/transactions per time unit if this is a database), it indicates how much traffic is coming into your system.
Latency
[bookmark: idm45549839099800]Latency is the time it took for your service to process a request. The latency is usually broken down to successful and unsuccessful requests.
Utilization
[bookmark: idm45549839097112]Utilization gives you information about the usage of different pieces of your system. For example, you would monitor utilization of the nodes in the Kubernetes cluster—making sure memory, disk, and CPU usage are in normal ranges.
During a release, if you observe any negative impact on the listed metrics, for example, error rate increases, it should be a clear sign that something is not right, and you would need to stop and roll back the release. Your monitoring should give you information and data that allows you to understand what or which part of your system is broken and why is it broken.
It is best to come up with a set of metrics (basic listed metrics and any additional metrics that you deem necessary for your service) before you do your first release. With this set in place, you can monitor your releases and don’t need to guess or scramble if anything goes wrong. You should also probably define what changes in the metrics would warrant a rollback and, similarly, how long to monitor these metrics and how to decide when to continue with the release process. For example, you could decide that if there’s more than a 1% change in a negative direction (or even a slight change in negative direction) in any of the listed metrics, you’ll stop and roll back the release. Similarly, you can define that if there are no adverse changes in the listed metrics in the next 24 hours, you will continue with the release process and route even more production traffic to it.
In most of the cases, only a couple of metrics are enough to decide to continue or roll back the release. If you’re doing A/B testing, for example, the basic set of health metrics is usually not enough, and you need to rely on more data from the services or the whole system.
[bookmark: idm45549839095912]One of the favorite tools for monitoring is Grafana, described as “the open platform for beautiful analytics and monitoring.” It can use different data sources and visualize them with appealing graphs, tables, heat maps, and other visual elements. It also features a powerful query language that you can use to create advanced and customized graphs, as demonstrated in Figure 5-7.
[bookmark: Figure_5_7__A_sample_dashboard_i][image: clna 0507] 
Figure 5-7. A sample dashboard in Grafana
[bookmark: idm45549839093368]Grafana can connect to different data sources and databases and allows you to create dashboards and graphs based on that data. One of the quite popular and built-in data source plug-ins in Grafana is for Prometheus.
[bookmark: Collecting_Metrics__A_Cloud_Nati]Collecting Metrics
[bookmark: ix_Prom][bookmark: ix_DOmonmtr][bookmark: ix_measmon][bookmark: ix_monicoll]A Cloud Native Computing Foundation (CNCF)–graduated project, Prometheus is a popular option used for scraping and collecting metrics from your services. Prometheus is containerized, so you can quickly run it as a container in your Kubernetes platform. Note that for Prometheus to work, you need to define a data volume where scraped metrics are stored as well as create a configuration file that defines things like scraping intervals, timeouts, and different rules and alerts. Of course, you also need to add instrumentation code to your services; otherwise, there’s nothing for Prometheus to do.
[bookmark: idm45549839070664][bookmark: idm45549839078616]There are client libraries available for most of the popular languages, and these libraries allow you to define and expose metrics via an HTTP endpoint. Prometheus then calls this HTTP endpoint, and your service sends the tracked metrics to Prometheus for storage. There’s also support for a so-called push gateway—if your components cannot be scraped, you can use the push gateway to push the data to a component that Prometheus can scrape. Alternatively, you could look for an exporter—this is a component that helps with exporting metrics from third-party systems as Prometheus metrics. For example, there are exporters available for databases (MongoDB, MySQL, Redis), messaging systems (Kafka, RabbitMQ), APIs (GitHub, Docker Hub), logging components (Fluentd), as well as software, such as Kubernetes, etcd, Grafana, and more.
[bookmark: idm45549839067704]Let’s look at an example of how easy it is to create and emit a simple metric using Golang. In this example, you define a /hello HTTP endpoint that displays a message and a metric that tracks how often the endpoint is called. Here are the contents of the main.go file:
package main
import (
    "fmt"
    "github.com/prometheus/client_golang/prometheus"
    "github.com/prometheus/client_golang/prometheus/promauto"
    "github.com/prometheus/client_golang/prometheus/promhttp"

    "log"
    "net/http"
)

var helloCounter = promauto.NewCounter(prometheus.CounterOpts{
    Name: "hello_endpoint_total_calls",
    Help: "The total number of calls to the /hello endpoint",
})

func main() {
    http.Handle("/metrics", promhttp.Handler())
    http.HandleFunc("/hello", func(w http.ResponseWriter, r *http.Request) {
        fmt.Fprintf(w, "Hello")
        helloCounter.Inc()
    })
    log.Fatal(http.ListenAndServe(":8080", nil))
}

Let’s walk through the source and explain what’s happening. At the beginning of the file, the Prometheus Golang client library is imported. Next, you create a variable called helloCounter—this is one of the Prometheus metric types—which has a name and a help text that explains what this metric represents. Prometheus also supports other types of metrics:
Counter
This metric type represents an increasing counter that starts at zero. You should use it only for values that increase. You can use this metric to count the number of requests, errors, restarts, and more.
Gauge
Similar to counter, but the value in this metric can be increased or decreased. You can use this metric to represent memory, CPU usage, process count, and more.
Histogram
You use the histogram metric type for sampling observations (request/response sizes, durations, etc.) that are then counted and placed in multiple configurable buckets. When scraped, a histogram provides cumulative counters for each bucket, information about the total sum of all observed values, and a count of events.
Summary
The summary is similar to the histogram. In addition to what the histogram provides, the summary also calculates configurable quantiles over a sliding time window.
Let’s continue by looking at the main function where two endpoints are defined: the /metrics endpoint and /hello endpoint. The /metrics endpoint is what the Prometheus scraper calls to get the state of the metrics from the application, and the /hello endpoint is where the hello_endpoint_total_calls counter is increased.
After you build and run the application, you can call the /metrics endpoint. Apart from numerous other metrics and values, the one metric you added is also in the response:
...
# HELP go_threads Number of OS threads created.
# TYPE go_threads gauge
go_threads 7
# HELP hello_endpoint_total_calls The total number of calls to the /hello endpoint
# TYPE hello_endpoint_total_calls counter
hello_endpoint_total_calls 0
...

Notice the hello_endpoint_total_calls metric shows up in the list when the /metrics endpoint is called, and the value set in the counter is 0 because there were no calls made to the /hello endpoint yet. After you make a couple of calls to the /hello endpoint and access the /metric endpoint again, the value changes, for example:
hello_endpoint_total_calls 5

Now that the service is emitting metrics, how can you configure a Prometheus scraper that automatically scrapes the data from the endpoint? As with almost everything in cloud native, there is a Prometheus Docker image available that you can use for this. Prometheus is configured using a prometheus.yml configuration file. Here’s a minimal configuration file that defines the scrape configuration:
global:
scrape_interval: 5s
scrape_configs:
- job_name: 'prometheus'
static_configs:
- targets: ['hello-svc:8080']

The most crucial part in the previous configuration is the scrape_configs section—this is what tells Prometheus where to look for the /metrics endpoint. Under the scrape_config, a single static config is defined, and it contains the service DNS name (the assumption being that this is deployed to Kubernetes). The configuration file can be stored within the ConfigMap Kubernetes resource and then deployed:
apiVersion: v1
kind: ConfigMap
metadata:
  name: prom-config
  labels:
    name: prom-config
data:
  prometheus.yml: |-
    global:
      scrape_interval: 5s
      scrape_configs:
        - job_name: 'prometheus'
          static_configs:
            - targets: ['hello-svc:8080']

[bookmark: idm45549839045784][bookmark: idm45549839045272]Similarly, you create a Kubernetes service and deployment for both the application and Prometheus. Here’s an example of a deployment resource that pulls in the Prometheus ConfigMap created earlier:
apiVersion: extensions/v1beta1
kind: Deployment
metadata:
    name: prometheus
spec:
    replicas: 1
    template:
        metadata:
            labels:
                app: prometheus
        spec:
            containers:
                - image: prom/prometheus
                  args:
                    - "--config.file=/etc/prometheus/prometheus.yml"
                    - "--storage.tsdb.path=/prometheus/"
                  imagePullPolicy: Always
                  name: prometheus
                  ports:
                      - containerPort: 9090
                  volumeMounts:
                    - name: prom-config-volume
                      mountPath: /etc/prometheus
                    - name: prom-storage-volume
                      mountPath: /prometheus/
            volumes:
                - name: prom-config-volume
                  configMap:
                    defaultMode: 420
                    name: prom-config
                - name: prom-storage-volume
                  emptyDir: {}

[bookmark: idm45549839041368]In addition to the deployment, you could also create a Kubernetes service to access the Prometheus instance or use the port-forward command in the Kubernetes CLI to get access to one of the Prometheus pods. To get the pod name, run the following command, which saves the name of the Prometheus pod in the PROMPOD variable:
export PROMPOD=$(kubectl get po --selector=app=prometheus -o
custom-columns=:metadata.name --no-headers=true)

With the pod name in PROMPOD, run the following command to forward the local port 9090 to the port 9090 on the container:
kubectl port-forward pod/$PROMPOD 9090

To validate that Prometheus is scraping the defined target, open your browser and navigate to http://localhost:9090. You should see a page similar to the one depicted in Figure 5-8.
If all is set up correctly, the state of the http://hello-svc:8080/metrics endpoint should read UP.
Finally, let’s check whether the metrics are being scraped. To do that, navigate to http://localhost:9090 and then, from the drop-down menu next to the Execute button, select the metric name, hello_endpoint_total_calls, and click the Execute button. This runs the query and shows the value of the selected metric.
[bookmark: Figure_5_8__Status_page_for_Prom][image: clna 0508] 
Figure 5-8. Status page for Prometheus scraping targets
[bookmark: Alerting__Prometheus_also_suppor]Alerting
[bookmark: idm45549839026040][bookmark: idm45549839025400]Prometheus also supports defining alerts using a separate component called Alertmanager. Any alerts defined in Prometheus are sent to the Alertmanager, and they are managed by it. Alertmanager then takes care of silencing, aggregating, and sending notifications through email or other services (e.g., Slack, PagerDuty).
In the Alertmanager configuration, you can define different routes with receivers and matches. You can get granular with alerting rules and define them based on specific services. For example, you could configure alerts in such a way that anytime an alert occurs for your frontend services, a PagerDuty account is notified and a person is paged with high urgency. Similarly, you could decide to send only a Slack message if an alert occurs for services running in your development environment.
As a basic guideline, all of your alerts should be simple: you want them to be easily understandable so that when an alert fires at 3 AM, the engineer that needs to handle it can quickly determine what the alert is about. Similarly, don’t set up page alerts for everything—no one wants to be woken up in the middle of the night for an issue that easily could wait until the morning when most of the team is awake.
[bookmark: idm45549839023464][bookmark: idm45549839022984][bookmark: idm45549839020760][bookmark: idm45549839019448]When defining your alert, don’t forget to include a link to the web page or a document that explains and details what triggered the alert and how to resolve it.
[bookmark: Observable_Services__Observabili]Observable Services
[bookmark: ix_serobs][bookmark: ix_obsser][bookmark: ix_moniobsser]Observability captures everything that monitoring doesn’t—if metrics were the gist of the talk in the monitoring context, traces are what are talked about in the observability context. Monitoring is used to report the overall system’s health and is, in general, more high level. On the other hand, observability gives you more granular details and insights into your services and systems along with any details and additional data (logs, exceptions, error messages) that can help you debug the service more effectively. Practically speaking, monitoring informs you that something is wrong with your service (e.g., success rate dropped, error rate increased), and observability helps you dig deeper, provide traces, and investigate why monitoring giving you those results. One of the reasons why you want to make your services observable is to be able to get data that helps you understand them better.
[bookmark: Logging__Logging_is_a_crucial_pa]Logging
[bookmark: idm45549839011048][bookmark: idm45549839010344]Logging is a crucial part that can help make your service and functions more observable. Here are some general considerations to keep in mind when developing services and functions:
Use structured logging so that tools and automation can parse it.
Log entries should be easy to read, and clear, concise, and provide value.
Use the same time zone and time format for all timestamps.
Categorize log entries: debug, info, and error are good ones to start with.
Never log any private or sensitive information (passwords, connection strings). If you can’t avoid logging it, ensure that you scrub it.
When thinking and talking about logging in the cloud native world, the first thing that should come to your mind is the sheer volume of the log messages that are generated. With cloud storage, you can store all of this data in a cost-effective way and even use automatic data archiving and long-term backups for your logs, such as Amazon Simple Storage Service (Amazon S3) Glacier. Even though storage can be cheap, having clean, parsable, and easily understandable logs should still be your priority. Getting to that place requires you to understand your services well. In any case, all logs that are generated need to be collected and stored in a central place where you can use different monitoring tools (Grafana, Kibana) or log analysis and management tools such as Loggly, Sumo Logic or Splunk to make use of that vast amount of data. If you don’t do this, you quickly realize that you’re not getting much value from your logs at all, especially if you need to collect them separately from each service and then try to correlate them.
After all your logs flow into a central system, you need to ensure that every log entry contains a unique identifier (request ID, correlation ID [CID]) that you can use to trace the requests and calls across services. Ideally, this unique ID is something you would also report to the users in case they run into issues. That way, you can go to your log aggregator, type in that unique ID, and be presented with all of the relevant log entries from across your entire system. Similarly, distributed tracing tools can use the identifiers to stitch together different requests that happen between services in the system.
[bookmark: Distributed_tracing__Distributed]Distributed tracing
[bookmark: idm45549838999000][bookmark: idm45549838997912][bookmark: idm45549838996936]Distributed tracing is a way to profile and monitor services, and it can help you uncover failures and poor performance as well as help you debug your services.
[bookmark: idm45549838993400]OpenTracing strives to create standardized APIs and instrumentation for distributed tracing. It is a collection of frameworks and libraries that implement the specification, and it allows you to add instrumentation to your code using APIs that don’t lock you into a specific product or vendor. The OpenTracing specification is open sourced, and anyone can contribute or implement it within their tools.
Any distributed trace contains one or more spans that represent a single unit of work happening within a distributed system. Each span contains a name, a start and finish timestamp, tags, logs, and a context, as well as references to other spans. These values are used to stitch the spans together into a complete trace that shows how a request travels through the distributed system.
[bookmark: idm45549838986712]One of the popular distributed tracing tools that can visualize collection traces and spans is Jaeger. In addition to stitching traces together, Jaeger also shows you all services involved in the call as well as how long each portion of the request took, as shown in Figure 5-9.
[bookmark: Figure_5_9__A_sample_trace_in_th][image: clna 0509] 
Figure 5-9. A sample trace in the Jaeger distributed tracing tool
If you’re using the Istio service mesh, you can get Jaeger and install and configure it as part of Istio. With Jaeger installed, you can very quickly get started with distributed tracing. Istio Envoy proxies send all traces automatically, but you still need to provide some hints in your service calls so that Jaeger can correlate all calls correctly. If you decide to use Jaeger and distributed tracing in your services, make sure that you add and forward these headers on to any downstream service you’re calling from your service:
x-request-id
x-b3-traceid
x-b3-spanid
x-b3-parentspanid
x-b3-sampled
x-b3-flags
x-ot-span-context
You should also come up with a standard format for each log entry so that you can always get the necessary information from any entry. For example, in addition to the unique ID, you could also include things like timestamp and the name of the component, service, or function that created the log entry. A simple example of a single log entry with some standard information would look like this:
{
"id": "45b2659d-e039-49c6-9052-d6d0f79bb03a",
"timestamp": "2019-02-07T18:51:12.013594455Z",
"logLevel": "info",
"serviceId": "hello-svc",
"msg": "sample log message here"
}

You could also decide to create a common structure of log entries based on different types of log messages. For example, if your system is handling events, you could create an entry type called Event, and that log entry includes any event-specific information, such as eventName and eventType, as well as the standard fields mentioned earlier. Similarly, your log entries for errors should have common fields like errorCode, errorName, and stacktrace.
[bookmark: idm45549838981832]There are unique challenges for serverless apps regarding tracing. The resources typically exist only during execution, and compared to microservices, there are no hosts in serverless where you can install agents for monitoring or tracing. Another challenge associated with collecting metrics in real time is the latency overhead as well as correlating everything across all services and functions.
[bookmark: idm45549838983464]For tracing of serverless apps, you can use one of the cloud providers’ managed solutions such as AWS X-Ray or Azure Application Insights. These solutions collect traces from each service the request passes through. The tracers are recorded and correlated to give you a map of calls including the trace data such as latency, HTTP status, and other request metadata. With all of this information in one place, you can drill into the specific requests to analyze and identify root causes for any issues. For example, if you are using Lambda, the X-Ray agent is natively built in to it, meaning that you don’t need to do anything other than enable tracing in configuration. This will allow you to identify function initialization and cold starts as well as pinpoint any issues in downstream services your function is calling. Even if you’re not using Lambda, there are X-Ray SDKs available and you can use them to instrument your own services and functions.
[bookmark: Service_health__liveness__and_re]Service health, liveness, and readiness
[bookmark: idm45549838955960][bookmark: idm45549838954872][bookmark: idm45549838967928]Your service should also include so-called health or liveness endpoints. This endpoint, when called, should respond with a value (usually HTTP 200) that indicates whether the service considers itself healthy. The endpoint name should be unique across all of your services (/health or /healthz) and when invoked should return the same structured response that quickly can be used to determine whether the service is healthy.
This health check can then be utilized by the platform to assert whether the service is healthy; if it isn’t, the platform can decide to mark the service as unhealthy. Here’s a snippet of how you can define the liveness probe on your service when running in Kubernetes:
livenessProbe:
  httpGet:
    path: /healthz
    port: 8080
  initialDelaySeconds: 5
  periodSeconds: 3

With the snippet, you are instructing the Kubernetes platform to wait for 5 seconds before doing the first check, and then to repeat that check every 3 seconds. If the ++$$/$$healthz++ endpoint returns a success code (HTTP 200), the service is considered alive and healthy. If the endpoint returns a non-200 code, the service is killed and restarted.
[bookmark: idm45549838961928]In addition to the health check endpoint, you can also include a readiness endpoint. The purpose of this endpoint is to determine whether the service is ready to start receiving requests from other services. When this endpoint is invoked, you could do certain checks to ensure that all service dependencies are up and accessible and ascertain whether the service can start receiving requests. Similar to the health check, some platforms support a readiness check and only start routing requests to your service after it’s ready. If the readiness check fails, your service is marked as not ready. Note that your service can be healthy, but not necessarily ready to receive requests. A readiness check looks similar to the liveness probe:
readinessProbe:
  httpGet:
    path: /alive
    port: 8080
  initialDelaySeconds: 5
  timeoutSeconds: 1
  periodSeconds: 15

[bookmark: idm45549838953640][bookmark: idm45549838952456][bookmark: idm45549838945992][bookmark: idm45549838959608][bookmark: idm45549838958264]Just like with the liveness probe, you define the endpoint and the port to which the platform can make requests. With the previous snippet, the platform waits for 5 seconds before calling the endpoint and then repeats the call every 15 seconds. In addition, you also defined a timeout, so if the service doesn’t respond in 1 second, it’s deemed as not ready. If the service is not ready, Kubernetes marks it as such, and none of the requests through the Kubernetes service will be routed to the unready pod.
[bookmark: Configuration_Management__Most_s]Configuration Management
[bookmark: ix_DOcfg][bookmark: ix_cftmg][bookmark: idm45549838941912]Most services and functions don’t live in isolation, and they always need to be able to communicate with other services and systems. One of the factors from the Twelve-Factor manifesto talks about configuration and specifies storing configuration in the environment.
[bookmark: idm45549838942664][bookmark: idm45549838942280]Service or function configuration contains everything your service or function needs to be able to start up and run. Some of the common configuration settings the app needs are:
Database/queue/messaging connection strings
Credentials (usernames, passwords, API keys, certificates)
Timeouts, ports, dependent service names
[bookmark: idm45549838936312][bookmark: idm45549838935704][bookmark: idm45549838935064]The Twelve-Factor manifesto mentions that code and configuration should be strictly separated, which makes your service easily configurable for different environments. If you are unsure what should be part of the configuration, a good guideline is to make something configurable only if it can change between deployments. With this guideline in mind, settings like timeouts are considered service settings and are not part of the service configuration. When developing your services, design them in such a way that you can easily add new configuration settings or remove them without breaking things.
[bookmark: idm45549838938552][bookmark: idm45549838933080]Sometimes, handling environment variables and knowing which variables are required for each service can become difficult.  You can decide to group your environment variables per environment (staging, testing, production) or even per deployment (if they change) and store them in separate configuration files. For example, you can create a configuration file called production.yaml and staging.yaml—both files would contain the same setting and environment variables names, but the values would be specific to that environment only. If you decide to go this way, design your service so that it can read configuration from an external file. It’s also recommended that you come up with a strict configuration schema that all configuration files need to follow. With a strict schema in place, the configuration testing becomes much easier.
[bookmark: ix_KubeCfgM][bookmark: idm45549838924280]A common way to store configuration settings in Kuberentes is using a resource called ConfigMap. The ConfigMap allows for great separation of configuration from the services, which makes your service more portable.
Each ConfigMap has a unique name and a data source. The data source can be one of these three things:
Directory
File
Literal value
To create a ConfigMap from a directory, you can use the Kuberetes CLI:
kubectl create configmap my-svc-config --from-file=my-service/config-files/

This command takes all files in the /my-service/config-files/ folder and combines them into a single ConfigMap resource. You can use the same Kubernetes CLI command to create a ConfigMap from a single file, but instead of pointing to a folder, you would point the --from-file argument to a single file.
[bookmark: idm45549838917528]Another common way of describing and storing environment variables is by using an environment file. In the environment file, you define the environment variable names in the format `"NAME=VALUE"` and store it in a file:
username=user
password=mypassword
With the --from-env-file option in the Kuberentes CLI, you can use your existing environment files and generate Kuberentes ConfigMaps like this:
kubectl create configmap my-env-file --from-env-file=production.env

This command takes the production.env environment file and creates a ConfigMap named my-env-file that looks like this:
apiVersion: v1
data:
  password: pwd
  username: user
kind: ConfigMap
metadata:
  creationTimestamp: 2019-02-08T18:57:29Z
  name: my-env-file
  namespace: default
  resourceVersion: "284220"
  selfLink: /api/v1/namespaces/default/configmaps/my-env-file
  uid: 623618bd-2bd3-11e9-b554-025000000001

However, if you want to create a ConfigMap from a single value only, you can use the --from-literal setting. The created ConfigMap would look very similar to the one shown.
Now that you have the ConfigMaps defined, you can use them within your pods in multiple different ways.
[bookmark: Single_Environment_Variable__You]Single-Environment Variable
[bookmark: idm45549838909352][bookmark: idm45549838906344][bookmark: idm45549838905496]You can mount the values stored in a ConfigMap as environment variables in your pods using a snippet where you define an environment variable name (MY_USERNAME), the ConfigMap name (my-env-file), and the key within the ConfigMap (username) that contains the value you want to assign to the environment variable. This option is useful if you are using one-off environment variables:
env:
  - name: MY_USERNAME
    valueFrom:
     configMapKeyRef:
       name: my-env-file
       key: username

[bookmark: Multiple_Environment_Variables]Multiple-Environment Variables
[bookmark: idm45549838898968][bookmark: idm45549838897672][bookmark: idm45549838896824]When you have a ConfigMap with multiple values defined, you can use a key named envFrom to declare all values from the ConfigMap as environment variables within your pod:
envFrom:
  -configMapKeyRef:
    name: my-env-file

Using the ConfigMap with username and password we deployed earlier, this snippet would create two environment variables called username and password within your pod.
[bookmark: Adding_ConfigMap_Data_to_a_Volum]Adding ConfigMap Data to a Volume
[bookmark: idm45549838891864][bookmark: idm45549838891048]If you created a ConfigMap from a file or directory, you use a volume that will add all data in the ConfigMap to the directory of your choosing within the pod:
volumeMounts:
  - name: config-volume
    mountPath: /etc/config
...
volumes:
  - name:   config-volume
    configMap:
      name: my-config-files

In your pod definition, you are declaring a volume called config-volume that contains all files from the my-config-files ConfigMap. In the container definition, you are mounting that volume by referring to it by name and specifying the mount path /etc/config. With this definition, you can access the /etc/config folder within your service to read any of the configuration files defined in the ConfigMap.
[bookmark: idm45549838884168]A nice thing about using ConfigMaps and mounting them within pods is that they also are refreshed and updated automatically. If you need to update only your configuration, you can, and Kubernetes ensures that the values are updated within your pods as well.
[bookmark: Storing_Secrets__Not_all_configu]Storing Secrets
[bookmark: idm45549838880984][bookmark: idm45549838879816][bookmark: idm45549838878840][bookmark: idm45549838877896]Not all configuration settings are equal. The values such as port numbers and service names usually don’t require any special treatment in terms of securing them or making sure that they don’t leak or are logged anywhere. However, passwords, API keys, and certificates can be a bit more delicate.
The Kubernetes platform has a dedicated resource called Secret that you can use to deal with these types of configuration values. Instead of taking a password and putting it directly into the pod definition, you store it in a separate secret resource and then you mount that resource to your pod. These secret resources then can be managed entirely separately from other resources. By default, secrets in Kubernetes are stored in the etcd instance. When running your services in production, consider using one of the secret management solutions, such as Vault by HashiCorp.
Within each secret, you could store multiple secret values that are base64-encoded and create a YAML file that contains the secret:
apiVersion: v1
kind: Secret
metadata:
  name: mongodb
  type: Opaque
  data:
    username: dXNlcm5hbWUK
    password: SUxvdmVQaXp6YQo=

Alternatively, you could use Kubernetes CLI to create the secret resource like this:
kubectl create secret generic mongodb \
        --from-literal=username=user \
        --from-literal=password=pwd

Instead of declaring each value separately, you can also use a file and then store the entire file in a secret. With secrets in place, you can mount them as environment variables within your pods this way:
  env:
  - name: USERNAME
    valueFrom:
      secretKeyRef:
        name: mongodb-secrets
        key: username
  - name: PASSWORD
    valueFrom:
      secretKeyRef:
        name: mongodb-secrets
        key: password

When the pod starts, Kubernetes ensures that the secret is read and environment variable values are created based on the values stored in the secret resource. One thing to keep in mind when consuming secrets as environment variables is to ensure that you are not logging the environment variables as part of the service startup: in the event that the service fails, you might expose secrets. If possible, try to consume secrets from files instead.
[bookmark: idm45549838868168][bookmark: idm45549838864024]A simplest way for storing secrets and configuration settings for functions is to add them to the function configuration/environment. However, this is not necessarily the best practice. A better approach is to use one of the managed solutions from the cloud provider where your functions are running. Both AWS Lambda and Azure Functions are integrated with their respective configuration management solutions. In AWS, you can use the systems manager parameter store, and in Azure you can use Key Vault. Both managed services provide a secure storage for configuration data management and secret management. You can store passwords, connection strings, certificates, and other configuration settings in a central place. Instead of storing secrets as settings for each function, you have the ability to programmatically retrieve the values from the managed services.
[bookmark: Deployment_Configuration__Until]Deployment Configuration
[bookmark: idm45549838862600][bookmark: idm45549838866648][bookmark: idm45549838865608]Until now, we’ve talked about service and application configuration management. Let’s try to see how you can manage the configuration of your deployments.
[bookmark: idm45549838857528][bookmark: idm45549838857144][bookmark: idm45549838856760]One of the popular tools with the Kubernetes platform, Helm, is used to define so-called charts (a collection of templatized Kubernetes resource files) that you can install and upgrade. Charts allow you to package multiple Kubernetes resource files together and then manage, install, and upgrade them as a single unit. The resource files can be templatized and include template values that are defined in a separate file (usually called values.yaml).
Take, for example, this snippet from a Kubernetes deployment resource:
containers:
- image: serviceregistry/hellosvc:1.0.0
  imagePullPolicy: Always
  name: web
  ports:
  - containerPort: 8080
  env:
  - name: PORT
    value: "8080"
  - name: METRICS_PORT
    value: "9090"
   - name: DB_CONN_STRING
    value: "mongodb://user:pwd@mongo.com:27017/admin"

[bookmark: idm45549838852440][bookmark: idm45549838854600][bookmark: idm45549838853928]Here, we are declaring three environment variables in the previous snippet: two ports and the database connection string. Ports will likely not change if you are doing deployments to different environments; however, the possibility of database connection string being different is much higher. There’s also the image name that changes with every deployment. With the help of Helm, you could templatize those values, and the snippet would like something like this:
containers:
- image: "{{ .Values.hellosvc.imageName }}"
  imagePullPolicy: Always
  name: web
  ports:
  - containerPort: "{{ .Values.hellosvc.port}}"
  env:
  - name: PORT
    value: "{{ .Values.hellosvc.port}}"
   - name: METRICS_PORT
     value: "{{ .Values.hellosvc.metricsPort }}"
   - name: DB_CONN_STRING
     value: "{{ .Values.hellosvc.dbConnString }}"

We are using curly braces to define a template that is replaced with an actual value after you use Helm to install or upgrade the chart. This is how the values.yaml file would look with the templatized variables defined:
hellosvc:
  imageName: serviceregistry/hellosvc:1.0.0
  port: 8080
  metricsPort: 9090
  dbConnString: "mongodb://user:pwd@mongo.com:27017/admin"

Similarly, you could create a separate file that holds different values and then use the Helm CLI to install the chart like this:
helm install –f my-values.yaml ./myChart

By default, Helm uses the values.yaml file, and you can overwrite certain variables with the following syntax:
helm install –set PORT=1234 ./myChart

You can probably already see the flexibility of using templatized deployment files. Tools like Helm can also help you to automate deployment file creation within your Continuous Deployment process easily. Another useful command in the Helm CLI is the one that allows you to apply values to the template files and generate the output files without actually deploying them. In addition to the built-in Helm command for validating the charts, the outputted template files then can be fed as an input to configuration testing if needed.
[bookmark: idm45549838844792][bookmark: idm45549838844184][bookmark: idm45549838838136]For packaging a composite cloud native application using multiple config-as-code tools and configuration scripts for the app itself, you can use the cloud native application bundle (CNAB). You can compose the bundle to use any infrastructure or services your application needs, without locking you into any specific cloud vendor. Additionally, the bundles are signed and verified. This is a way that you can get a cloud native application into an air-gapped environment.
[bookmark: Sample_CI_CD_Flows__Considering]Sample CI/CD Flows
[bookmark: ix_DOCICDflow][bookmark: ix_CICDflow]Considering all of the approaches and techniques described in this chapter, you could come up with a more detailed code flow for containerized applications that would be similar to the one in Figure 5-10.
Note that Figure 5-10 is just a guideline, representing one way you could do your deployments and releases. There is an infinite number of different requirements that could significantly change how your actual process looks and works. Here are all the steps in the flow with corresponding descriptions:
Code complete: the code was written.
Push to Git: code is committed and pushed to the code repository.
Pull code: the build system pulls the latest pushed code.
Source code analysis: static code analysis is run on the source code.
Build container: source code is built, copied, and packaged into a container.
Unit/service tests: unit and service tests are run. If the tests fail, the CI fails and flow is stopped.
Push to private registry: built and tested image is tagged and pushed to the private registry.
Image security scanning: any image that’s pushed to the registry is scanned for potential vulnerabilities and exploits.
Test configuration: before deploying containers to an environment, the configuration tests are run. On failure, the flow stops.
[bookmark: Figure_5_10__Sample_CI_CD_flow][image: clna 0510] 
Figure 5-10. Sample CI/CD flow
If deploying to staging:
[bookmark: idm45549838819128]Deploy to k8s: published container is deployed to Kubernetes.
Integration tests: integration tests are executed.
Rollback: if integration tests fail, deployment is rolled back and the flow stops.
Release: if integration tests pass, deployment gets released and is available in the staging environment.
Promotion to Prod: when ready, the changes are promoted to the production environment using gradual rollout.
[bookmark: idm45549838815512]If deploying to production:
Deploy to k8s: published container is deployed to Kubernetes.
Continuous canary tests: a set of tests continuously run to catch potential issues as soon as possible.
Gradual rollout: amount of traffic is being gradually increased (i.e., more and more traffic is sent to the deployed version).
Telemetry: continuously monitor telemetry to ensure gradual rollout is working correctly and no issues are introduced with the deployment. If we see failures through telemetry, the changes are rolled back; otherwise, more traffic is routed to the deployed version.
Release: as soon as 100% of the traffic is flowing to the deployed version, the release is completed.
Similarly, Figure 5-11 shows how a sample CI/CD flow for serverless applications would look.
[bookmark: Figure_5_11__Sample_CI_CD_flow_f][image: clna 0511] 
Figure 5-11. Sample CI/CD flow for serverless applications
Code complete: the code was written.
Push to Git: code is committed and pushed to the code repository.
Pull code: the build system pulls the latest pushed code.
Source code analysis: static code analysis is run on the source code.
Build: functions source code gets built.
Unit (functions) tests: unit and functions tests are run. If the tests fail, the CI fails and flow is stopped.
Package: code gets packaged (as a ZIP file, for example).
Create test environment: test environment is created using a template such as AWS SAM.
Deploy to test: packaged serverless application and any dependencies are deployed to the test environment.
Integration tests: integration tests are executed.
Clean-up environment: test environment is torn down and deleted if integration tests fail.
[bookmark: idm45549838792408][bookmark: idm45549838790872]Deploy to Production: if integration tests pass, serverless application is deployed to production. Any test environments and other dependencies created by the flow are removed. This concludes the flow.
[bookmark: Summary__In_this_chapter__we_loo]Summary
In this chapter, we looked at the fundamentals of DevOps, its values, and practical examples on how to measure the organization’s maturity. We gave a broad overview of what it means to do testing in the cloud native world. We explained various types of tests that you should consider and when you should execute those tests. The testing in the production section took you through the process of getting to a point in your organization at which you could begin doing your testing in production.
[bookmark: idm45549838779800]To help you get to that point, we described multiple different tools that you could use, how to set up your development environment (be it a local development environment or cloud environment), and how to get started with monitoring, tracing, and dealing with service and deployment configuration. Finally, we described example CI/CD flows for containerized services and serverless applications.
[bookmark: Top_of_ch06_html][bookmark: Chapter_6__Best_Practices___Thro_2][bookmark: Chapter_6__Best_Practices___Thro][bookmark: Chapter_6__Best_Practices___Thro_1]Chapter 6. Best Practices
[bookmark: ix_bstpr]Throughout this book, you have learned about the fundamentals of cloud native applications—how to design, develop, and operate them as well as how to deal with data. To conclude, this chapter aims to provide a laundry list covering tips, proven techniques, and proven best practices to build and manage reactive cloud native applications.
[bookmark: Moving_to_Cloud_Native__In_Chapt]Moving to Cloud Native
[bookmark: ix_bstprmv][bookmark: ix_clnamv]In Chapter 2, you learned about the process that many customers follow when moving traditional applications to the cloud. There are many best practices and lessons learned that you should consider when moving an existing application into the cloud.
[bookmark: Breaking_Up_the_Monolith_for_the]Breaking Up the Monolith for the Right Reasons
[bookmark: idm45549838777960][bookmark: idm45549838773752][bookmark: idm45549838772456][bookmark: idm45549838769320][bookmark: idm45549838767880]“Never change a running system” is a widely used statement in software development, and it is also applicable when you consider moving your application to the cloud. If your sole requirement is to move your application to the cloud, you can always consider moving it on Infrastructure as a Service (IaaS)—in fact, that should be your very first step. That said, there are benefits of redesigning your application to be cloud native, but you need to weigh the pros and cons. Following are some guidelines indicating that a redesign makes sense:
[bookmark: idm45549838770024]Your codebase has grown to a point that it takes very long to release an updated version and thus you cannot react to new market or customer requirements quickly.
[bookmark: idm45549838764184]Components of your applications have different scale requirements. A good example is a traditional three-tier application consisting of a frontend, business, and data tier. Only the frontend tier might experience heavy load in user requests, whereas the business and data tier are still comfortably handling the load. As mentioned in Chapter 2 and Chapter 3, cloud native applications allow you to scale services independently.
Better technology choices have emerged. There is constant innovation in the technology sector, and some new technologies might be better suited for parts of your application.
After you have decided that you want to redesign your application, you need to consider many things. In the following sections, we provide a comprehensive look at these considerations.
[bookmark: Decouple_Simple_Services_First]Decouple Simple Services First
[bookmark: idm45549838756888][bookmark: idm45549838755224][bookmark: idm45549838759768]Start by breaking off components that provide simpler functionality because they usually do not have a lot of dependencies and, thus, are not deeply integrated within the monolith.
[bookmark: Learn_to_Operate_on_a_Small_Scal]Learn to Operate on a Small Scale
[bookmark: idm45549838751208][bookmark: idm45549838750232][bookmark: idm45549838751624]Use the first service as a learning path for how to operate in a cloud native world. Starting with a simple service, you can focus on setting up automation to provision the infrastructure and the CI/CD pipeline so that you become familiar with the process of developing, deploying, and operating a cloud native service. Having a simple service and minimal infrastructure will allow you to learn, exercise, and improve your new process ahead of time, without substantial impact on the monolith and your end users.
[bookmark: Use_an_Anticorruption_Layer_Patt]Use an Anticorruption Layer Pattern
[bookmark: idm45549838747192][bookmark: idm45549838743032][bookmark: idm45549838746136][bookmark: idm45549838744776][bookmark: idm45549838738200]Nothing is perfect, especially in the software development world, so you will eventually end up with a new service that makes calls back to the monolith. In this case, you might want to use the Anticorruption Layer pattern. This pattern is used to implement a facade or adapter between components that don’t share the same semantics. The purpose of the anticorruption layer is to translate the request from one component to another; for example, implementing protocol or schema translations.
To implement this, you design and create a new API in the monolith that makes calls through the anticorruption layer in the new service, as shown in Figure 6-1.
[bookmark: Figure_6_1__Anticorruption_Layer][image: clna 0601] 
Figure 6-1. Anticorruption Layer pattern
There are a couple of considerations when you are using this approach. As Figure 6-1 illustrates, the anticorruption layer is a service on its own, so you need to think about how to scale and operate the layer. Also, you need to think about whether you want to retire the anticorruption layer after the monolithic application has been fully moved into a cloud native application.
[bookmark: Use_a_Strangler_Pattern__When_yo]Use a Strangler Pattern
[bookmark: idm45549838730968][bookmark: idm45549838733064][bookmark: idm45549838731976]When you are decomposing your monolith to move to microservices and functions, you can use a gateway and a pattern such as a Strangler pattern. The idea behind the Strangler pattern is to use the gateway as a facade while you gradually move the backend monolith to a new architecture—either services, functions, or a combination of both. As you’re making progress breaking up the monolith and implementing those pieces of functionality as services or functions, you update the gateway to redirect requests to the new functionality, instead as shown in Figure 6-2.
[bookmark: Figure_6_2__Migrating_from_monol][image: clna 0602] 
Figure 6-2. Migrating from monolith using the Strangler pattern
Note that the Strangler pattern might not be suitable for the instance in which you can’t intercept the requests going to the backing monolith. The pattern also might not make sense if you have a smaller system, for which it’s easier and faster to replace the entire system, instead of gradually moving it.
The Anticorruption Layer and Strangler patterns have been proven many times as good approaches to move a monolithic legacy application to a cloud native application because both promote a gradual approach.
[bookmark: Come_Up_with_a_Data_Migration_St]Come Up with a Data Migration Strategy
[bookmark: idm45549838726840][bookmark: idm45549838722168][bookmark: idm45549838725496]In a monolith, you are usually working with a centrally shared datastore where data is read from and written to by multiple places and services. To truly move to the cloud native architecture, you need to decouple data as well. Your data migration strategy might consist of multiple phases, especially if you can’t migrate everything at the same time. However, in most cases, you will need to do an incremental migration while keeping the entire system running. A gradual migration will probably involve writing data twice (to the new and old datastore) for a while. After you have data in both places and synchronized, you will need to modify where the data is being read from and then read everything from the new store. Finally, you should be able to stop writing data to the old store completely.
[bookmark: Rewrite_Any_Boilerplate_Code__Mo]Rewrite Any Boilerplate Code
[bookmark: idm45549838708520][bookmark: idm45549838707720][bookmark: idm45549838717896]Monoliths will usually have large amounts of code that deals with the configuration, data caching, datastore access, and so on and is probably using older libraries and frameworks. When moving capabilities to a new service, you should rewrite this code. The best option is to throw away the old code and rewrite it from scratch instead of modifying the existing code and molding it so it fits the new service.
[bookmark: Reconsider_Frameworks__Languages]Reconsider Frameworks, Languages, Data Structures, and Datastores
[bookmark: idm45549838714376][bookmark: idm45549838713256][bookmark: idm45549838704968][bookmark: idm45549838704296]Moving to microservices gives you an option to rethink the existing implementation. Are there new frameworks or languages that you could use to rewrite the current code that provide better features and functionalities for your scenarios? If it makes sense to rewrite the code, do it! Also, reconsider any data structures in the current code. Would they still make sense when moved to a service? You should also evaluate whether you want to use different datastores. Chapter 4 outlines what datastores are best suited for certain data structures and query patterns.
[bookmark: Retire_Code__After_you_ve_create]Retire Code
[bookmark: idm45549838701720][bookmark: idm45549838700536][bookmark: idm45549838699992]After you’ve created a new service and all the traffic is redirected to that service, you need to retire and remove the old code that resides in the monolith. Using this approach, you are shrinking the monolith and expanding your services.
[bookmark: Ensuring_Resiliency__Resiliency]Ensuring Resiliency
[bookmark: ix_bstprres][bookmark: ix_resi]Resiliency is the ability of a system to recover from failures and continue to function and serve requests. Resiliency is not about avoiding failures; instead, it is all about responding to failures in such a manner that avoids significant downtime or data loss.
[bookmark: Handle_Transient_Failures_with_R]Handle Transient Failures with Retries
[bookmark: idm45549838692472][bookmark: idm45549838691576][bookmark: idm45549838689912][bookmark: idm45549838688568]Requests can fail due to multiple reasons such as network latency, dropped connections, or timeouts if downstream services are busy. You can avoid most of these failures if you retry the request. Retrying can also improve the stability of your application. However, before blindly retrying all requests, you need to implement a bit of logic that determines whether the request should be retried. If the failure is not transient or there is a likelihood that a retry won’t be successful, it is better for the component to cancel the request and respond with an appropriate error message. For example, retrying a failed login because of an incorrect password is futile and retries won’t help. If failure is due to a rare network issue, you can retry the request right away given that the same issue probably won’t persist. Finally, if the failure happens because the downstream service is busy or you are being rate limited, for example, you should retry after a delay. Here are some common strategies for delaying between retry operations:
Constant
Wait for the same time between each attempt.
Linear
Incrementally increase the time between each retry. For example, you can start with one second, then three seconds, five seconds, and so on.
Exponential back-off
Exponentially increase time between each retry. For example, start with 3 seconds, 12 seconds, 30 seconds, and so on.
Depending on what type of failure you are dealing with, you can also immediately retry the operation once and then use one of the delay strategies mentioned in the preceding list. You can handle retries in the component’s source code by using the retry and transient failure logic provided by many of the service SDKs, or at the infrastructure layer if you are using a service mesh, such as Istio.
[bookmark: Use_a_Finite_Number_of_Retries]Use a Finite Number of Retries
[bookmark: idm45549838676248][bookmark: idm45549838675736][bookmark: idm45549838675064]Regardless of which retry strategy you’re using, always make sure to use a finite number of retries. Having an infinite number of retries will cause an unnecessary strain on the system.
[bookmark: Use_Circuit_Breakers_for_Nontran]Use Circuit Breakers for Nontransient Failures
[bookmark: idm45549838678936][bookmark: idm45549838670168][bookmark: idm45549838679624][bookmark: idm45549838669224]The purpose of a circuit breaker is to prevent components from doing operations that will likely fail and are not transient. Circuit breakers monitor the number of faults, and based on that information decide whether the request should continue or an error should be returned without even invoking the downstream service. If a circuit breaker trips, the number of failures has exceeded a predefined value, and the circuit breaker will automatically return errors for a preset time. After the preset time elapses, it will reset the failure count and allow requests to go through to the downstream service again. A well-known library that implements the circuit breaker pattern is Hystrix from Netflix. If you are using a service mesh like Istio or Envoy proxies, you can take advantage of the circuit breaker implementation in those solutions.
[bookmark: Graceful_Degradation__Services_s]Graceful Degradation
[bookmark: idm45549838664168][bookmark: idm45549838665560][bookmark: idm45549838663240][bookmark: idm45549838662536]Services should degrade gracefully, so even if they fail, they still provide an acceptable user experience if it makes sense. For example, if you can’t retrieve the data, you could display a cached version of the data, and as soon as the data source recovers, you show the latest data.
[bookmark: Use_a_Bulkhead_Pattern__The_Bulk]Use a Bulkhead Pattern
[bookmark: idm45549838664312][bookmark: idm45549838661672][bookmark: idm45549838660424]The Bulkhead pattern refers to isolating different parts of your system into groups in such a way that if one fails, the others will continue running unaffected. Grouping your services this way allows you isolate failures and continue serving requests even when there’s a failure.
[bookmark: Implement_Health_Checks_and_Read]Implement Health Checks and Readiness Checks
[bookmark: idm45549838653384][bookmark: idm45549838652008][bookmark: idm45549838651032][bookmark: idm45549838649816][bookmark: idm45549838648216]Implement a health check and a readiness check for every service you deploy. The platform can use these to determine whether the service is healthy and performing correctly as well as when the service is ready to start accepting requests. In Kubernetes, health checks are called probes. The liveness probe is used to determine when a container should be restarted, whereas the readiness probe determines whether a pod should start receiving traffic.
The initial delay defines the number of seconds after the container has started before liveness or readiness probes are active, whereas the period defines how often the probe is performed. There are also additional settings such as success/failure threshold and timeouts that you can use to fine-tune the probes.
[bookmark: Define_CPU_and_Memory_Limits_for]Define CPU and Memory Limits for Your Containers
[bookmark: idm45549838643784][bookmark: idm45549838644648][bookmark: idm45549838642488][bookmark: idm45549838640696]You should define CPU and memory limits to isolate resources and prevent certain services instances from consuming too many resources. In Kubernetes, you can achieve this by defining the memory and CPU limits within the pod definition.
[bookmark: Implement_Rate_Limiting_and_Thro]Implement Rate Limiting and Throttling
[bookmark: idm45549838642360][bookmark: idm45549838636584][bookmark: idm45549838636200][bookmark: idm45549838635560][bookmark: idm45549838633368][bookmark: idm45549838626888][bookmark: idm45549838625960]You use rate limiting and throttling to limit the number of incoming or outgoing requests for a service. Implementing those can help you to keep your service responsive even in the case of a sudden spike in requests. Throttling, on the other hand, is often used for outgoing requests. Think about using it when you want to control the number of requests sent to an external service to minimize the costs or to make sure that your service does not look like the origin of a Denial-of-Service attack.
[bookmark: Ensuring_Security__Security_in_t]Ensuring Security
[bookmark: ix_bstprsec][bookmark: ix_secens]Security in the cloud native world is based on the shared responsibility model. The cloud providers are not solely responsible for the security of their customers’ solutions; instead, they share that responsibility with the customers. From an application perspective you should consider adopting the defense-in-depth concept, which is discussed in Chapter 3. The best practices listed in this section will help you to ensure security.
[bookmark: Treat_Security_Requirements_the]Treat Security Requirements the Same as Any Other Requirements
[bookmark: idm45549838620952][bookmark: idm45549838619864]Having fully automated processes is in spirit of the cloud native development. To achieve this, all security requirements must be treated as any other requirement and be pushed through your development pipeline.
[bookmark: Incorporate_Security_in_Your_Des]Incorporate Security in Your Designs
[bookmark: idm45549838617816][bookmark: idm45549838615272]As you’re planning and designing your cloud native solutions, you need to think about security and incorporate the security features in your design. As part of your design, you also should call out any additional security concerns that need to be addressed during component development.
[bookmark: Grant_Least_Privileged_Access__I]Grant Least-Privileged Access
[bookmark: idm45549838609688][bookmark: idm45549838609048][bookmark: idm45549838608408]If your services or functions need access to any resources, they should be granted specific permissions that have the least amount of access set to them. For example, if your service is reading only from the database, it does not need to use an account that has write permissions.
[bookmark: Use_Separate_Accounts_Subscripti]Use Separate Accounts/Subscriptions/Tenants
[bookmark: idm45549838610648][bookmark: idm45549838606104][bookmark: idm45549838604952][bookmark: idm45549838602728][bookmark: idm45549838602120]Depending on the terminology of your cloud provider, your cloud native system should use separate accounts, subscriptions, and/or tenants. At the very least, you will need a separate account for every environment you will be using; that way, you can ensure proper isolation between environments.
[bookmark: Securely_Store_All_Secrets__Any]Securely Store All Secrets
[bookmark: idm45549838599256][bookmark: idm45549838597400][bookmark: idm45549838598392][bookmark: idm45549838592088]Any secrets within your system, used either by your components or Continuous Integration/Continuous Development (CI/CD) pipeline, need to be encrypted and securely stored. It might sound like a no-brainer, but never store any secrets in plain text: always encrypt them. It’s always best to use existing and proven secret management systems that take care of these things for you. The simplest option is to use Kubernetes Secrets to store the secrets used by services within the cluster. Secrets are stored in etcd, a distributed key/value store. However, managed and centralized solutions have multiple advantages over Kubernetes secrets: everything is stored in a centralized location, you can define access control policies, secrets are encrypted, auditing support is provided, and more. Some examples of managed solutions are Microsoft Azure Key Vault, Amazon Secrets Manager, and HashiCorp Vault.
[bookmark: Obfuscate_Data__Any_data_your_co]Obfuscate Data
[bookmark: idm45549838593400][bookmark: idm45549838592776][bookmark: idm45549838590120]Any data your component uses needs to be properly obfuscated. For example, you never want to log any data classified as Personally Identifiable Information (PII) in plain text; if you need to log or store it, ensure that it’s either obfuscated (if logging it) or encrypted (if storing it).
[bookmark: Encrypt_Data_in_Transit__Encrypt]Encrypt Data in Transit
[bookmark: idm45549838584744][bookmark: idm45549838584392][bookmark: idm45549838585496][bookmark: idm45549838582584]Encrypting data in transit protects your data if communications are intercepted while the data moves between components. To achieve this protection, you need to encrypt the data before transmitting it, authenticate the endpoints, and finally decrypt and verify the data after it reaches the endpoint. Transport Layer Security (TLS) is used to encrypt data in transit for transport security. If you are using a service mesh, TLS might already be implemented between the proxies in the mesh.
[bookmark: Use_Federated_Identity_Managemen]Use Federated Identity Management
[bookmark: idm45549838577192][bookmark: idm45549838576904][bookmark: idm45549838575768][bookmark: idm45549838578712][bookmark: idm45549838574696][bookmark: idm45549838574088]Using an existing federated identity management service (Auth0, for example) to handle how users sign up, sign in, and sign out allows you to redirect users to a third-party page for authentication. Your component should delegate authentication and authorization whenever possible.
[bookmark: Use_Role_Based_Access_Control__R]Use Role-Based Access Control
[bookmark: idm45549838569864][bookmark: idm45549838569016][bookmark: idm45549838567928][bookmark: idm45549838566760][bookmark: idm45549838563576]Role-Based Access Control (RBAC) has been around for a long time. RBAC is a control access mechanism around roles and privileges, and as you have learned, it can be a great asset to your defense-in-depth strategy because it allows you to provide fine-grained access to users to only the resources they need. Kubernetes RBAC, for example, controls permissions to the Kubernetes API. Using RBAC, you can allow or deny specific users from creating deployments or listing pods, and more. It’s a good practice to scope Kubernetes RBAC permissions by namespaces rather than cluster roles.
[bookmark: Isolate_Kubernetes_Pods__Any_pod]Isolate Kubernetes Pods
[bookmark: idm45549838565352][bookmark: idm45549838564808][bookmark: idm45549838564040][bookmark: idm45549838559272][bookmark: idm45549838552280][bookmark: idm45549838551064]Any pods running in a Kubernetes cluster are not isolated and can accept requests from any source. Defining a network policy on pods allows you to isolate pods and make them reject any connections that are not allowed by the policy. For example, if a component in your system is compromised, a network policy will prevent the malicious actor from communicating with services with which you don’t want them to communicate. Using a NetworkPolicy resource in Kubernetes, you can define a pod selector and detailed ingress and egress policies.
[bookmark: Working_with_Data__Most_modern_a]Working with Data
[bookmark: ix_bstprwkda][bookmark: ix_dawkbp]Most modern applications have some need to store and work with data. A growing number of data storage and analytics services are available as cloud provider–managed services. Cloud native applications are designed to take full advantage of cloud provider–managed data systems and are designed to evolve to take advantage of a growing number of features. When working with data in the cloud, many of the standard data best practices still apply: have a disaster recovery plan, keep business logic out of the database, avoid overfetching or excessively chatty I/O, use data access implementations that prevent SQL injections attacks, and so on.
[bookmark: Use_Managed_Databases_and_Analyt]Use Managed Databases and Analytics Services
[bookmark: idm45549838548104][bookmark: idm45549838547256][bookmark: idm45549838546136][bookmark: idm45549838545192]Whenever possible use a managed database. Provisioning a database on virtual machines (VMs) or in a Kubernetes cluster can often be a quick and easy task. Production databases that require backups and replicas can quickly increase the time and burden of operating data storage systems. By offloading the operational burden of deploying and managing a database, teams are able to focus more on development.
In some cases, a data storage technology might not be available as a managed service or it might be necessary to have access to some configurations that are not available in a managed version of the system.
[bookmark: Use_a_Datastore_That_Best_Fits_D]Use a Datastore That Best Fits Data Requirements
[bookmark: idm45549838542008][bookmark: idm45549838541496][bookmark: idm45549838540792]When designing on-premises applications, architects would often try to avoid using multiple databases. Each database technology used would require database administrators with the skillset to deploy and manage the database, significantly increasing the operational costs of the application. The reduced operational costs of cloud-managed databases make it possible to use multiple different types of datastores to put data in a system best suited for the data type, read, and write requirements. Cloud native applications take full advantage of this, using multiple data storage technologies.
[bookmark: Keep_Data_in_Multiple_Regions_or]Keep Data in Multiple Regions or Zones
[bookmark: idm45549838534504][bookmark: idm45549838533416]Store production data for applications across multiple regions or zones. How the data is stored across the zones or regions will depend on the application’s availability requirements; for example, the data might be backups or a replicated database. If a cloud provider experiences a failure of a zone or region, the data can be available to be used for recovery or failover.
[bookmark: Use_Data_Partitioning_and_Replic]Use Data Partitioning and Replication for Scale
[bookmark: idm45549838531944][bookmark: idm45549838529496][bookmark: idm45549838527736][bookmark: idm45549838526792]Cloud native applications are designed to scale out as opposed to scale up. Scaling a database up is achieved by increasing the resources available to a database instance; for example, adding more cores or memory. This ultimately encounters a hard limit and can be costly. Scaling databases out is achieved through distributing the data across multiple instances of a database. The database is partitioned, or broken up, and stored in multiple databases.
[bookmark: Avoid_Overfetching_and_Chatty_I]Avoid Overfetching and Chatty I/O
[bookmark: idm45549838520872][bookmark: idm45549838522968][bookmark: idm45549838521848][bookmark: idm45549838519976][bookmark: idm45549838519368]Overfetching is when an application requests data from a database but needs only a fraction of the data for the operation. For example, an application might display a list of orders with a simple summary but request the entire order and order details without needing it. A chatty application, on the other hand, makes a lot of small calls to complete an operation when a single request can be made to the database.
[bookmark: Don_t_Put_Business_Logic_in_the]Don’t Put Business Logic in the Database
[bookmark: idm45549838516312][bookmark: idm45549838514328][bookmark: idm45549838513752][bookmark: idm45549838512536]Too many application scaling issues are the result of putting too much logic in the database. Databases made it easy to put business logic inside the database by supporting standard development languages, and it became convenient to perform these tasks in the database. This often introduces scaling issues because a database is commonly an expensive shared resource.
[bookmark: Test_with_Production_like_Data]Test with Production-like Data
[bookmark: idm45549838511480][bookmark: idm45549838507528][bookmark: idm45549838506584][bookmark: idm45549838505944]Create automation to anonymize production data that can be updated with new rules as the data changes. Applications should be tested with production-like data. Data is sometimes pulled from production systems, scrubbed, and loaded into test systems to provide production-like data. You should automate this process so that it is easy to update as the data changes.
[bookmark: Handle_Transient_Failures__As_me]Handle Transient Failures
[bookmark: idm45549838501976][bookmark: idm45549838501240][bookmark: idm45549838499672][bookmark: idm45549838497432][bookmark: idm45549838498440]As mentioned in the resiliency section of this chapter, failures will happen. Expect failures when making calls to a database and be prepared to handle them. Many of the database client libraries support transient fault handling already. It’s important to understand whether they do and how it’s supported.
[bookmark: Performance_and_Scalability__Per]Performance and Scalability
[bookmark: idm45549838494968][bookmark: idm45549838493640][bookmark: idm45549838492216]Performance indicates how well a system can execute an operation within a certain time frame, whereas scalability refers to how a system can handle load increase without impact on the performance. Predicting periods of increased activity to a system can be tough, so the components need to be able to scale out as needed to meet the increased demand and then scale down, after the demand decreases. The subsections that follow present some best practices to help you achieve optimal performance and scalability.
[bookmark: Design_Stateless_Services_That_S]Design Stateless Services That Scale Out
[bookmark: idm45549838488216][bookmark: idm45549838487128][bookmark: idm45549838485976]Services should be designed to scale out. Scaling out is an approach to increasing the scale of a service by adding more instances of a service. Scaling up is an approach to scaling a service by adding more resources like memory or cores, but this method generally has a hard limit. By designing a service to scale out and back in, you can scale the service to handle variations in the load without impacting the availability of the service.
Stateful applications are inherently difficult to scale and should be avoided. If stateful services are necessary, it’s generally best to separate the functionality from the application and use a partitioning strategy and managed services if they are available.
[bookmark: Use_Platform_Autoscaling_Feature]Use Platform Autoscaling Features
[bookmark: idm45549838480872][bookmark: idm45549838484152][bookmark: idm45549838483768][bookmark: idm45549838483128]When possible, use any autoscaling features that are built into the platform before implementing your own. Kubernetes offers Horizontal Pod Autoscaler (HPA). HPA scales the pods based on the CPU, memory, or custom metrics. You specify the metric (e.g., 85% of CPU or 16 GB of memory) and the minimum and maximum number of pod replicas. After the target metric is reached, Kubernetes automatically scales the pods. Similarly, cluster autoscaling scales the number of cluster nodes if pods can’t be scheduled. Cluster autoscaling uses the requested resources in the pod specification to determine whether nodes should be added.
[bookmark: Use_Caching__Caching_is_a_techni]Use Caching
[bookmark: idm45549838473496][bookmark: idm45549838472488][bookmark: idm45549838475912][bookmark: idm45549838474648][bookmark: idm45549838470664]Caching is a technique that can help improve the performance of your component by temporarily storing frequently used data in storage that’s close to the component. This improves the response time because the component does not need to go to the original source. The most basic type of cache is an in-memory store that is being used by a single process. If you have multiple instances of your component, each instance will have its own independent copy of the in-memory cache. This can cause consistency problems if data is not static because the different instances will have different versions of cached data. To solve this problem, you can use shared caching, which ensures that different component instances use the same cached data. In this case, cache is stored separately, usually in front of the database.
[bookmark: Use_Partitioning_to_Scale_Beyond]Use Partitioning to Scale Beyond Service Limits
[bookmark: idm45549838469512][bookmark: idm45549838468888][bookmark: idm45549838466120][bookmark: idm45549838464936]Cloud services will often have some defined scale limits. It’s important to understand the scalability limits of each of the services used and how much they can be scaled up. If a single service is unable to scale to meet the application’s requirements, create multiple service instances and partition work across the instances. For example, if a managed gateway was capable of handling 80% of the application’s intended load, create another gateway and split the services across the gateway.
[bookmark: Functions__Much_of_the_software]Functions
[bookmark: ix_bstprfnc][bookmark: ix_fnctbp]Much of the software development life cycle (SDLC) and general server architecture best practices are the same for serverless architectures. Given serverless is a different operating model, there are, however, some best practices specific to functions.
[bookmark: Write_Single_Purpose_Functions]Write Single-Purpose Functions
[bookmark: idm45549838454728][bookmark: idm45549838452360][bookmark: idm45549838451720]Follow the single-responsibility principle and only write functions that have a single responsibility. This will make your functions easier to reason about, test, and, when the time comes, debug.
[bookmark: Don_t_Chain_Functions__In_genera]Don’t Chain Functions
[bookmark: idm45549838450184][bookmark: idm45549838449528][bookmark: idm45549838448888]In general, functions should push messages/data to a queue or a datastore to trigger any other functions if needed. Having one or more functions call other functions is often considered an antipattern that additionally increases your cost and makes the debugging more difficult. If your application requires the daisy-chaining of functions, you should consider using function offerings such as Azure Durable Functions or AWS Step Functions.
[bookmark: Keep_Functions_Light_and_Simple]Keep Functions Light and Simple
[bookmark: idm45549838442872][bookmark: idm45549838442200][bookmark: idm45549838441384]Each function should do just one thing and rely on only a minimal number of external libraries. Any extra and unnecessary code in the function makes the function bigger in size, and that affects the start time.
[bookmark: Make_Functions_Stateless__Don_t]Make Functions Stateless
[bookmark: idm45549838439576][bookmark: idm45549838435176][bookmark: idm45549838437704]Don’t save any data in your functions because new function instances usually run in their own isolated environment and don’t share anything with other functions or invocations of the same function.
[bookmark: Separate_Function_Entry_Point_fr]Separate Function Entry Point from the Function Logic
[bookmark: idm45549838433656][bookmark: idm45549838432312][bookmark: idm45549838431224]Functions will have an entry point invoked by the function framework. Framework-specific context is generally passed to the function entry point, along with invocation context. For example, if the function is invoked through an HTTP request like an API gateway, the context will contain HTTP-specific details. The entry-point method should separate these entry-point details from the rest of the code. This will improve manageability, testability, and portability of the functions.
[bookmark: Avoid_Long_Running_Functions__Mo]Avoid Long-Running Functions
[bookmark: idm45549838425736][bookmark: idm45549838425064]Most Function as a Service (FaaS) offerings have an upper limit for execution time per function. As a result, long-running functions can cause issues such as increased load times and timeouts. Whenever possible, refactor large functions into smaller ones that work together.
[bookmark: Use_Queues_for_Cross_Function_Co]Use Queues for Cross-Function Communication
[bookmark: idm45549838423512][bookmark: idm45549838422088][bookmark: idm45549838421144][bookmark: idm45549838420504][bookmark: idm45549838418024]Instead of passing information among one another, functions should use a queue to which to post the messages. Other functions can be triggered and executed based off the events that happen on that queue (item added, removed, updated, etc.).
[bookmark: Operations__A_DevOps_practice_pr]Operations
[bookmark: ix_bstprops][bookmark: ix_opsbp][bookmark: ix_DOops]A DevOps practice provides the foundation necessary for organizations to make the best use of cloud technologies. Cloud native applications utilize DevOps principles and best practices that are detailed in Chapter 5.
[bookmark: Deployments_and_Releases_Are_Sep]Deployments and Releases Are Separate Activities
[bookmark: idm45549838406312][bookmark: idm45549838405464][bookmark: idm45549838404568][bookmark: idm45549838403336]It is important to make a distinction between deployment and release. Deployment is the act of taking the built component and placing it within an environment—the component is fully configured and ready to go; however, there is no traffic being sent to it. As part of the component release, we begin to allow traffic to the deployed component. This separation allows you to do gradual releases, A/B testing, and canary deployments in a controlled manner.
[bookmark: Keep_Deployments_Small__Each_com]Keep Deployments Small
[bookmark: idm45549838401848][bookmark: idm45549838401336][bookmark: idm45549838400696]Each component deployment should be a small event that can be performed by a single team in a short time. There is no general rule about how small a deployment should be and how much time it should take to deploy a component, because this is highly dependent on the component, your process, and the change to the component. A good approach is to be able to roll out a critical fix within a day.
[bookmark: CI_CD_Definition_Lives_with_the]CI/CD Definition Lives with the Component
[bookmark: idm45549838392664][bookmark: idm45549838392152][bookmark: idm45549838391544][bookmark: idm45549838390584][bookmark: idm45549838389880][bookmark: idm45549838384232]You need to store and version any CI/CD configuration and dependencies alongside the component. Each push to the component’s branch triggers the pipeline and executes jobs defined in the CI/CD configuration. To control component deployments to different environments (development, staging, production), you can use the Git branch names and configure your pipeline to deploy the master branch only to a production environment, for example.
[bookmark: Consistent_Application_Deploymen]Consistent Application Deployment
[bookmark: idm45549838385848][bookmark: idm45549838385336][bookmark: idm45549838384824][bookmark: idm45549838381624]With a consistently reliable and repeatable deployment process, you can minimize errors. Automate as many processes as possible and ensure that you have a rollback plan defined in case deployment fails.
[bookmark: Use_Zero_Downtime_Releases__To_m]Use Zero-Downtime Releases
[bookmark: idm45549838380648][bookmark: idm45549838377752][bookmark: idm45549838376600]To maximize the availability of your system during releases, consider using zero-downtime releases such as blue/green or canary. Using one of these approaches also allows you to quickly roll back the update in case of failures.
[bookmark: Don_t_Modify_Deployed_Infrastruc]Don’t Modify Deployed Infrastructure
[bookmark: idm45549838372280][bookmark: idm45549838371192][bookmark: idm45549838372680]Infrastructure should be immutable. Modifying deployed infrastructure can quickly get out of hand, and keeping track of what changed can be complicated. If you need to update the infrastructure, redeploy it instead.
[bookmark: Use_Containerized_Build__To_avoi]Use Containerized Build
[bookmark: idm45549838365288][bookmark: idm45549838364776][bookmark: idm45549838364264][bookmark: idm45549838363624]To avoid configuring build environments, package your build process into Docker containers. Consider using multiple images and containers for builds instead of creating a single, monolithic build image.
[bookmark: Describe_Infrastructure_Using_Co]Describe Infrastructure Using Code
[bookmark: idm45549838361304][bookmark: idm45549838358104][bookmark: idm45549838359288][bookmark: idm45549838357304]Infrastructure should be described using either cloud provider’s declarative templates or a programming language or scripts that provision the infrastructure.
[bookmark: Use_Namespaces_to_Organize_Servi]Use Namespaces to Organize Services in Kubernetes
[bookmark: idm45549838353096][bookmark: idm45549838352248][bookmark: idm45549838351336][bookmark: idm45549838350056]Every resource in a Kubernetes cluster belongs to a namespace. By default, newly created resources go into a namespace called default. For better organization of services, it is a good practice to use descriptive names and group services into bounded contexts.
[bookmark: Isolate_the_Environments__Use_a]Isolate the Environments
[bookmark: idm45549838346968][bookmark: idm45549838345288][bookmark: idm45549838344104]Use a dedicated production cluster and physically separate the production cluster for your development, staging, or testing environments.
[bookmark: Separate_Function_Source_Code__E]Separate Function Source Code
[bookmark: idm45549838339960][bookmark: idm45549838339112][bookmark: idm45549838338264][bookmark: idm45549838337128]Each function must be independently versioned and have its own dependencies. If that’s not the case, you will end up with a monolith and a tightly coupled codebase.
[bookmark: Correlate_Deployments_with_Commi]Correlate Deployments with Commits
[bookmark: idm45549838334856][bookmark: idm45549838333304][bookmark: idm45549838332120][bookmark: idm45549838330824][bookmark: idm45549838329976][bookmark: idm45549838328824][bookmark: idm45549838327512]Pick a branching strategy that allows you to correlate the deployments to specific commits in your branch and that also allows you to identify which version of the source code is deployed.
[bookmark: Logging__Monitoring__and_Alertin]Logging, Monitoring, and Alerting
[bookmark: ix_bstprlma]Application and infrastructure logging can provide much more value than just root-cause analysis. A proper logging solution will provide valuable insights into applications and systems, and it’s often necessary for monitoring the health of an application and alerting operations of important events. As cloud applications become more distributed, logging and instrumentation become increasingly challenging and important.
[bookmark: Use_a_Unified_Logging_System__Us]Use a Unified Logging System
[bookmark: idm45549838322472][bookmark: idm45549838320808]Use a unified logging system capable of capturing log messages across all services and levels of a system and store them in a centralized store. Whether you move all logs to a centralized store for analysis and search, or you leave them on the machine with the necessary tools in place to run a distributed query, it’s important that an engineer can find and analyze logs without having to go from one system to the next.
[bookmark: Use_Correlation_IDs__Include_a_u]Use Correlation IDs
[bookmark: idm45549838315896][bookmark: idm45549838315016][bookmark: idm45549838314312][bookmark: idm45549838311656]Include a unique correlation ID (CID) that is passed through all services. If one of the services fails, the correlation ID is used to trace the request through the system and pinpoint where the failure occurred.
[bookmark: Include_Context_with_Log_Entries]Include Context with Log Entries
[bookmark: idm45549838307640][bookmark: idm45549838307128]Each log entry should contain additional context that can help when you are investigating issues. For example, include all exception handling, retry attempts, service name or ID, image version, binary version, and so on.
[bookmark: Common_and_Structured_Logging_Fo]Common and Structured Logging Format
[bookmark: idm45549838306152][bookmark: idm45549838304552]Decide on a common and structured logging format that all components will use. This will allow you to quickly search and parse the logs later on. Also, make sure you are using the same time zone information in all your components. In general, it is best to adhere to a common time format such as Coordinated Universal Time (UTC).
[bookmark: Tag_Your_Metrics_Appropriately]Tag Your Metrics Appropriately
[bookmark: idm45549838301096][bookmark: idm45549838300216][bookmark: idm45549838298984][bookmark: idm45549838297704]In addition to using clear and unique metric names, make sure that you are storing any additional information, such as component name, environment, function name, region, and so forth, in the metric tags. With tags in place, you can create queries, dashboards, and reports using multiple dimensions (e.g., average latency across a specific region or across regions for a specific function).
[bookmark: Avoid_Alert_Fatigue__The_sheer_n]Avoid Alert Fatigue
[bookmark: idm45549838295448][bookmark: idm45549838294808]The sheer number of metrics makes it difficult to determine how to set up the alerting and what to alert on. If you are firing off too many alerts, eventually people will stop paying attention to them and no longer take them seriously. Also, investigating a bunch of alerts can become overwhelming and it could be the only thing your team is doing. It is important to classify alerts by severity: low, moderate, and high. The purpose of low-severity alerts is to potentially use them later, when doing root-cause analysis of a high-severity alert. You can use them to uncover certain patterns, but they do not require any immediate action when fired. A moderate-severity alert should either create a notification or open a ticket. These are the alerts you want to look at, but are not high priority and don’t need immediate action. They could represent a temporary condition (increase demand, for example) that eventually goes away. They also give you an early warning of a possible high-severity alert. Finally, high-severity alerts are the ones that will wake people up in the middle of the night and require immediate action. Recently, machine learning–based approaches to automatically triage issues and raise alerts are gaining in popularity, and the term AIOps has even been introduced.
[bookmark: Define_and_Alert_on_Key_Performa]Define and Alert on Key Performance Indicators
[bookmark: idm45549838288056][bookmark: idm45549838287416][bookmark: idm45549838286808][bookmark: idm45549838285896]Cloud native systems will have a plethora of signals that are being emitted and monitored. You need to filter down those signals and determine which ones are the most important and valuable. These Key Performance Indicators (KPIs) give you insight into the health of your system. For example, one KPI is latency, which measures the time it takes to service a request. If you begin seeing latency increase or deviate from an acceptable range, it is probably time to issue an alert and have someone take a look at it. In addition to KPIs, you can use other signals and metrics to determine why something is failing.
[bookmark: Continuous_Testing_in_Production]Continuous Testing in Production
[bookmark: idm45549838283160][bookmark: idm45549838282728][bookmark: idm45549838282040][bookmark: idm45549838281448][bookmark: idm45549838279176][bookmark: idm45549838275368][bookmark: idm45549838277432][bookmark: idm45549838276872]Using continuous testing you can generate requests that are sent throughout the system and simulate real users. You can utilize this traffic to get test coverage for the components, discover potential issues, and test your monitoring and alerting. Following are some common continuous testing practices:
Blue/green deployments
Canary testing
A/B testing
These practices are discussed in Chapter 5.
[bookmark: Start_with_Basic_Metrics__Ensure]Start with Basic Metrics
[bookmark: idm45549838267416][bookmark: idm45549838266808][bookmark: idm45549838266200][bookmark: idm45549838265352][bookmark: idm45549838264120]Ensure that you are always collecting traffic (how much demand is placed on the component), latency (the time it takes to service a request), and errors (rate of requests that fail) for each component in your system.
[bookmark: Service_Communication__Service_c]Service Communication
[bookmark: ix_bstprsercm][bookmark: ix_commserbp]Service communication is an important part of cloud native applications. Whether it’s a client communicating with a backend, a service communicating with a database, or the individual services in a distributed architecture communicating with one another, these interactions are an important part of cloud native applications. Many different forms of communication are used depending on the requirements. The following subsections offer some best practices for service communication.
[bookmark: Design_for_Backward_and_Forward]Design for Backward and Forward Compatibility
[bookmark: idm45549838256328][bookmark: idm45549838255256][bookmark: idm45549838254104]With backward compatibility, you ensure that new functionality added to a service or component does not break any existing service. For example, in Figure 6-3, Service A v1.0 works with Service B v1.0. Backward compatibility means that the release of Service B v1.1 will not break the functionality of Service A.
[bookmark: Figure_6_3__Backward_compatibili][image: clna 0603] 
Figure 6-3. Backward compatibility
To ensure backward compatibility, any new fields added to the API should be optional or have sensible defaults. Any existing fields should never be renamed, because that will break the backward compatibility.
Note
[bookmark: idm45549838245320][bookmark: idm45549838244424]Parallel change, also known as the Expand and Contract pattern, can be used to safely introduce backward-incompatible changes. As an example, say a service owner would like to change a property or resource on an interface. The service owner will expand the interface with a new property or resource, and then after all consumers have had a chance to move the service interface, the previous property is removed.
[bookmark: idm45549838243128]If your system or components need to ensure rollback functionality, you will need to think about the forward compatibility as you’re making changes to your service. Forward compatibility means that your components are compatible with future versions. Your service should be able to accept “future” data and messaging formats and handle them appropriately. A good example of forward compatibility is HTML: when it encounters an unknown tag or attribute, it’s not going to fail; it will just skip it.
[bookmark: Define_Service_Contracts_That_Do]Define Service Contracts That Do Not Leak Internal Details
[bookmark: idm45549838242104][bookmark: idm45549838241096][bookmark: idm45549838240584][bookmark: idm45549838239256]A service that exposes an API should define contracts and test against the contracts when releasing updates. For example, a REST-based service would generally define a contract in the OpenAPI format or as documentation, and consumers of the service would build to this contract. Updates to the service can be pushed, and as long as it doesn’t introduce any breaking changes to the API contract, these releases would not affect the consumer. Leaking internal implementations of a service can make it difficult to make changes and introduces coupling. Don’t assume a consumer is not using some piece of data exposed through the API.
Note
[bookmark: idm45549838229640][bookmark: idm45549838235736]Services that publish messages to a queue or a stream should also define a contract in the same way. The service publishing the events will generally own the contract.
[bookmark: Prefer_Asynchronous_Communicatio]Prefer Asynchronous Communication
[bookmark: idm45549838231352][bookmark: idm45549838228904][bookmark: idm45549838227768][bookmark: idm45549838226584][bookmark: idm45549838225816]Use asynchronous communication whenever possible. It works well with distributed systems and decouples the execution of two or more services. A message bus or a stream is often used when implementing this approach, but you could use direct calls through something like gRPC as well. Both use a message bus as a channel.
[bookmark: Use_Efficient_Serialization_Tech]Use Efficient Serialization Techniques
[bookmark: idm45549838220520][bookmark: idm45549838222712][bookmark: idm45549838221528]Distributed applications like those built using a microservices architecture rely more heavily on communications and messaging between services. The data serialization and deserialization can add a lot of overhead in service communication.
Note
[bookmark: idm45549838218248]In one case, serialization and deserialization were found to account for nearly 40% of the CPU utilization across all the services. Replacing the standard JSON serialization library with a custom one reduced this overhead to roughly 15% of overall CPU utilization.
[bookmark: idm45549838216488]Use efficient serialization formats like protocol buffers, commonly used in gRPC. Understand the trade-offs with the different serialization formats, because tooling and consumer requirements might not make this a feasible option. You can also use other techniques to reduce the need for serialization in some services by placing some of the data into headers. For example, if a service receives a request and operates on only a handful of fields in a large message payload before passing it to a downstream service, by putting these fields into headers the service does not need to deserialize or reserialize the payload. The service reads and writes headers and then simply passes the entire payload through to the downstream services.
[bookmark: Use_Queues_or_Streams_to_Handle]Use Queues or Streams to Handle Heavy Loads and Traffic Spikes
[bookmark: idm45549838211704][bookmark: idm45549838211192][bookmark: idm45549838210616][bookmark: idm45549838209880]A queue or a stream between components acts as a buffer and stores the message until it is retrieved. Using a queue allows the components to process the messages at their own pace, regardless of the incoming volume or load. Consequently, this helps maximize the availability and scalability of your services.
[bookmark: Batch_Requests_for_Efficiency__Q]Batch Requests for Efficiency
[bookmark: idm45549838207192][bookmark: idm45549838206312][bookmark: idm45549838202536][bookmark: idm45549838207656]Queues can be used for batching multiple requests and performing an action only once. For example, it is more efficient to write 1,000 batched entries into the database instead of one entry at a time 1,000 times.
[bookmark: Split_Up_Large_Messages__Sending]Split Up Large Messages
[bookmark: idm45549838199272][bookmark: idm45549838198760][bookmark: idm45549838198120][bookmark: idm45549838197480][bookmark: idm45549838195384][bookmark: idm45549838193544]Sending, receiving, and manipulating large messages requires more resources and can slow down your entire system. The Claim-Check pattern talks about splitting a large message into two parts. You store the entire message in an external service (database, for example) and send only the reference to the message. Any interested message receivers can use the reference to obtain the full message from the database.
[bookmark: Containers__It_s_possible_to_run]Containers
[bookmark: ix_bstprcntr][bookmark: ix_cntrbp]It’s possible to run most applications in a Docker container without very much effort. However, there are some potential pitfalls when running containers in production and streamlining the build, deployment, and monitoring. A number of best practices have been identified to help avoid the pitfalls and improve the results.
[bookmark: Store_Images_in_a_Trusted_Regist]Store Images in a Trusted Registry
[bookmark: idm45549838191976][bookmark: idm45549838184728][bookmark: idm45549838184024][bookmark: idm45549838182360]Any images running on the platform should come from the trusted container image registry. Kubernetes exposes a webhook (validating admission) that can be used to ensure pods can use images only from a trusted registry. If you’re using Google Cloud, you can take advantage of the binary authorization security measure that ensures only trusted images are deployed on your cluster.
[bookmark: Utilize_the_Docker_Build_Cache]Utilize the Docker Build Cache
[bookmark: idm45549838181320][bookmark: idm45549838177464][bookmark: idm45549838176600][bookmark: idm45549838175608][bookmark: idm45549838174248]Using the build cache when building Docker images can speed up the build process. All images are built up from layers, and each line in the Dockerfile contributes a layer to the final image. During the build, Docker will try to reuse a layer from a previous build instead of building it again. However, it can reuse only the cached layers if all previous build steps used it as well. To get the most out of the Docker build cache, put the commands that change more often (e.g., adding the source code to the image, building the source code) at the end of the Dockerfile. That way, any preceding steps will be reused.
[bookmark: Don_t_Run_Containers_in_Privileg]Don’t Run Containers in Privileged Mode
[bookmark: idm45549838168840][bookmark: idm45549838171064][bookmark: idm45549838169512]Running containers in privileged mode allows access to everything on the host. Use the security policy on the pod to prevent containers from running in privileged mode. If a container does for some reason require privileged mode to make changes to the host environment, consider separating that functionality from the container and into the infrastructure provisioning.
[bookmark: Use_Explicit_Container_Image_Tag]Use Explicit Container Image Tags
[bookmark: idm45549838165080][bookmark: idm45549838166968][bookmark: idm45549838166136]Always tag your container images with specific tags that tightly link the container image to the code that is packaged in the image. To tag the images properly, you can either use a Git commit hash that uniquely identifies the version of the code (e.g., 1f7a7a472) or use a semantic version (e.g., 1.0.1). The tag latest is used as a default value if no tag is provided; however, because it’s not tightly linked to the specific version of the code, you should avoid using it. The latest tag should never be used in a production environment because it can cause inconsistent behavior that can be difficult to troubleshoot.
[bookmark: Keep_Container_Images_Small__In]Keep Container Images Small
[bookmark: idm45549838157848][bookmark: idm45549838157256]In addition to taking up less space in a container registry or the host system using the image to run a container, smaller images improve image push and pull performance. This in turn improves the performance when you start containers as part of deploying or scaling a service. The application and its dependencies will have some impact on the size of the image, but you can reduce most of the image size by using lean base images and ensuring that unnecessary files are not included in the image. For example, the alpine 3.9.4 image is only 3 MB, with the Debian stretch image at 45 MB, and the CentOS 7.6.1810 at 75 MB. The distributions generally offer a slim version that removes more from the base image that might not be needed by the application. Generally, there are two things to keep in mind for keeping images lean:
Start with a lean base image
Include only the files needed for the operation of the application
[bookmark: idm45549838150904][bookmark: idm45549838151288][bookmark: idm45549838152232]You can use the Container Builder pattern to create lean images by separating the images used to build the artifacts from the base image used to run the application. Docker’s multistage build is often used to implement this. You can create Docker build files that can start from different images used for executing the commands to build and test artifacts, and then define another base image as part of creating the image to run the application.
Tip
Using a .dockerignore file can improve build speed by excluding files that are not needed in the Docker build.
[bookmark: Run_One_Application_per_Containe]Run One Application per Container
[bookmark: idm45549838142376][bookmark: idm45549838141464][bookmark: idm45549838146072]Always run a single application within a container. Containers were designed to run a single application, with the container having the same life cycle as the application running in the container. Running multiple applications within the same container makes it difficult to manage, and you might end up with a container in which one of the processes has crashed or is unresponsive.
[bookmark: Use_Verified_Images_from_Trusted]Use Verified Images from Trusted Repositories
[bookmark: idm45549838139096][bookmark: idm45549838138216][bookmark: idm45549838137704][bookmark: idm45549838136584]There’s a large and growing number of publicly available images that are helpful when working with containers. Docker repository tags are mutable, so it’s important to understand that the images can change. When using images in an external repository it’s best to copy or re-create them from the external repository into one managed by the organization. The organization’s repository is usually closer to the CI services, and this approach removes another service dependency that could impact build.
[bookmark: Use_Vulnerability_Scanning_Tools]Use Vulnerability Scanning Tools on Images
[bookmark: idm45549838133528][bookmark: idm45549838132536][bookmark: idm45549838131624][bookmark: idm45549838130184]You need to be aware of any vulnerabilities that affect your images because this can compromise the security of your system. If a vulnerability is discovered, you need to rebuild the image with the patches and fixes included and then redeploy it. Some cloud providers offer vulnerability scanning with their image registry solutions, so make sure you are taking advantage of those features.
Tip
Scan an image as often as possible because new cybersecurity vulnerabilities and exposures (CVE) are released daily.
[bookmark: Don_t_Store_Data_in_Containers]Don’t Store Data in Containers
[bookmark: idm45549838121608][bookmark: idm45549838121096][bookmark: idm45549838120456]Containers are ephemeral—they can be stopped, destroyed, or replaced without any loss of data. If the service running in a container needs to store data, use a volume mount to save the data. The contents in a volume exist outside the life cycle of a container and a volume does not increase the size of a container. If the container requires temporary nonpersistent writes, use a tmpfs mount, which will improve performance by avoiding writes to a container’s writable layer.
[bookmark: Never_Store_Secrets_or_Configura]Never Store Secrets or Configuration Inside an Image
[bookmark: idm45549838118008][bookmark: idm45549838117080][bookmark: idm45549838116168][bookmark: idm45549838114888][bookmark: idm45549838110984][bookmark: idm45549838118296]Hardcoding any type of secrets within an image is something you want to avoid. If your container requires any secrets, define them within environment variables or as files, mounted to the container through a volume.
[bookmark: Summary__We_could_easily_fill_an]Summary
[bookmark: idm45549838108504]We could easily fill an entire book covering best practices for cloud native applications given the number of technologies involved. However, there are certain areas that have been coming up repeatedly in customer conversations, and this chapter has covered a collection of best practices, tips, and proven patterns for cloud native applications for those areas. You should have a better understanding of the factors you may want to consider.
[bookmark: Chapter_7__Portability___Portabi][bookmark: Chapter_7__Portability___Portabi_2][bookmark: Chapter_7__Portability___Portabi_1][bookmark: Top_of_ch07_html]Chapter 7. Portability
[bookmark: ix_porta]Portability is sometimes a concern when building cloud native applications. The application might have a requirement to be deployed across multiple cloud providers or even on-premises. These requirements are generally driven by stakeholders, whether they are customers using the application or the business building the application. It might be the case that the application is deployed by the customer, either on their own hardware or in their own account on the cloud provider of their choice. Regardless of the reasons, the requirement for portability should be treated like any other architecturally significant requirement. It should be driven by the business with careful consideration to the costs and trade-offs.
[bookmark: Why_Make_Applications_Portable]Why Make Applications Portable?
[bookmark: idm45549838101720]There are many good reasons to make applications portable. Portability should be a requirement, and the trade-offs and costs associated with the feature should be considered. Following are some of the reasons why software vendors make applications portable:
Building an application that’s deployed into a customer’s environment and there’s a requirement to offer deployment into the customer’s choice of cloud provider or on-premises.
Building a hybrid application that runs in the cloud and on-premises, where some of the services in the application run in both environments.
Services need to be near a customer’s application in order to minimize latency. These could be services that store or analyze data, for example.
Some aspect of an application will benefit from a service offered by another cloud provider. A feature of the application would be deployed into another cloud vendor, different from the primary application features.
Disaster recovery and backup for services requiring extremely high levels of availability.
Leverage with the cloud provider account management team to negotiate better pricing.
Agility to move workloads for cost savings or to take advantage of some new functionality in another cloud provider.
Some applications are made to be portable only out of fear of vendor lock-in. Vendor lock-in happens when an application has dependencies on services or APIs that are only available from a specific cloud provider. This can make it difficult to move the application without refactoring and potentially rewriting parts of the application and/or tooling used to manage the application. Some teams will invest a lot of resources making an application portable without considering these costs. It’s important to understand the trade-offs when portability is a requirement. Stakeholders will sometimes request that an application is portable without understanding that there are in fact trade-offs potentially affecting time to market, features, engineering costs, and, quite often, increased operational costs.
Sometimes, engineering teams will needlessly make an application portable, even though there is no requirement for it. This often happens out of a fear of making a decision to commit to a cloud provider. What happens if the other cloud providers services become less expensive, a feature is added, or one becomes more popular? This fear of being locked in can even delay a project start date because the team spends time evaluating platforms and techniques.
[bookmark: The_Costs_of_Portability__Applic]The Costs of Portability
[bookmark: idm45549838078392][bookmark: idm45549838077880]Application portability generally comes with a price tag, and with larger applications this cost can be significant. Making an application portable—one that can be deployed on multiple cloud providers or on-premises—might be a requirement. If so, it’s important to understand the associated costs and potential trade-offs. The business needs to consider these trade-offs so it can prioritize portability against other features, and determine whether it’s even worth the additional cost. If, for example, the business is considering portability as a requirement, it would be important to know how this might affect operational costs or time to market. It might be the case that portability is not worth the increased costs.
Here are some potential costs to consider when evaluating portability requirements:
[bookmark: idm45549838082216]Increased operational costs as a result of not using vendor-specific managed services
Increased infrastructure costs as a result of not using cloud provider products and services not available on all cloud providers
Increased engineering costs as a result of implementing features that might only be available from one of the target cloud providers
Increased engineering costs as a result of using technologies outside the team’s skillset
Reduced performance as a result of placing layers between services
Increased testing costs necessary to verify the application’s function on supported providers
Lost revenue as a result of delayed value delivery to customers
Warning
The operational costs need to be carefully considered, as they can increase significantly. Most will only consider portability of compute, but managing dependent services, like queues, streams, data storage, and analytics services, can add a lot of operational burden.
[bookmark: Data_Gravity_and_Portability__Da]Data Gravity and Portability
[bookmark: idm45549838073400][bookmark: idm45549838072584][bookmark: idm45549838071432]Data gravity is a term coined by Dave McCrory. The concept is fairly simple: data wants to be near the applications using it. As the data grows, its gravitational force increases, pulling applications and additional data to it. The larger the data, the more gravitational pull. Every major cloud provider understands the importance of data gravity as well as the challenges inherent in moving the data to another cloud vendor.
[bookmark: idm45549838069560]Indeed, moving data from one cloud provider to another is often the most challenging aspect of moving an application. Some businesses invest a lot of resources making the application portable without understanding the inherent challenges. The cost of moving the data along with the potential for incurring downtime are often not worth it; thus, the investments in making an application portable are wasted.
Most of the major cloud vendors provide data migration services that can make it easier to move data around, but with large amounts of data, this can still be a large effort. Moving data without taking an application offline can be challenging and expensive. You can use techniques like moving data that is no longer changing before a migration to minimize this downtime. You also can use live replication of the data during the transition.
[bookmark: When_and_How_to_Implement_Portab]When and How to Implement Portability
[bookmark: idm45549838061816]Some or all of an application’s portability requirements can be addressed at the start of an application or later in its lifetime. If portability is going to be a future requirement, some things can be done at the start to make it easier to add this requirement. You can use good coding practices that organize the code into separate concerns and layers. You can take advantage of technologies available across cloud providers and that don’t involve a significant trade-off. Something as simple as using MongoDB or PostgreSQL can go a long way toward enabling application portability. These data storage technologies are available as managed services and can be deployed on-premises. Also, consider the trade-offs when choosing not to use a vendor’s product that might be well integrated with other products. For example, data storage services offered by cloud providers will integrate security or event handling with other services in the platform.
[bookmark: Standardized_Interfaces__Standar]Standardized Interfaces
[bookmark: idm45549838048984][bookmark: idm45549838065672][bookmark: idm45549838065064]Standardization can make it easier to build portable applications, but the standardization process can move slowly, often requiring teams across different organizations to agree on the standards. Given the pace at which technology and the cloud moves, this can be a challenge. This is not the case with all standards, and using popular standards should be something to consider when you’re building portable applications.
[bookmark: idm45549838058200][bookmark: idm45549838064104]OpenAPI, for example, is a standard that API management products use when defining REST-based gateway services. Developers are able to create an API definition with OpenAPI and use much of it across the various cloud vendor gateways. There can be some vendor-specific settings that will need to be added to the definition, but these can be minimized. The open service broker API is another example of a standard interface that platforms can use to provision and manage cloud vendor resources through a platform like Kubernetes.
[bookmark: idm45549838056632]Service Mesh Interface (SMI) defines an interface that you can use to provide interoperability across different service mesh technologies like Istio, Consul, and Linkerd. There are a growing number of service mesh technologies available today, without a standard interface, and developers adopting these technologies need to commit to one and implement features directly against the API. Standardized interfaces like SMI enable portability and flexibility, allowing applications to easily and quickly adapt to fast-changing requirements, environments, and a growing ecosystem of technologies.
[bookmark: idm45549838050856]Many of the “standards” that can be used in an application to address portability are interfaces created and used in popular products that others have adopted. MongoDB is the most popular NoSQL document-oriented database today. Cloud vendors like Microsoft and Amazon have, for example, created databases that look like a MongoDB database by implementing the MongoDB API. Applications that target MongoDB might be able to be moved to one of these databases that look like MongoDB. The entire set of features, however, might not be implemented in these services. This can mean implementing additional functionality in the application because it might not be possible to take full advantage of the features available in MongoDB.
[bookmark: Containers__No_section_on_portab]Containers
[bookmark: idm45549838049160][bookmark: idm45549838054824]No section on portability would be complete without covering containers. Containers , a standard packaging format that encapsulates code and dependencies, can make it very easy to move application code. By packaging the application and dependencies into containers, you can use one of the many cloud provider services to run the application in the container. The widespread adoption of the Docker container format has helped to make containers very portable.
Placing an application into a container might not necessarily make it portable. If the application connects to a cloud vendor–specific service, like some logging service, that will need to be changed to run the application on-premises or in another cloud vendor. Consider external dependencies when building applications and use Twelve-Factor application methodologies. For example, one of the Twelve-Factor methodologies is to treat logs as event streams. The application should be not concerned with the routing or storage of this stream. By logging to standard out, the execution environment can be configured to send logs to a location best suited for the environment in which it’s running.
[bookmark: Common_Services_and_Features__Us]Common Services and Features
[bookmark: idm45549838044936][bookmark: idm45549838033928][bookmark: idm45549838042872][bookmark: idm45549838042360]Using the lowest common set of technologies and features available from the cloud providers can help meet portability requirements. However, doing so can also increase costs or potentially reduce application functionality. For example, an application that requires a relational database might use PostgreSQL instead of Oracle. All of the major cloud vendors offer PostgreSQL and MySQL as fully managed services. Although the engineering team might be more comfortable with a Microsoft SQL Server database, it might be worth training developers and/or bringing in a consultant with the experience to ensure portability without increased operational costs. Many of the more popular open source technologies are available as managed services. For example, Redis, PostgreSQL, MySQL, and Kubernetes are available as managed services on Amazon Web Services (AWS), Google Cloud Platform, and Microsoft Azure.
[bookmark: Abstractions_and_Layers__A_commo]Abstractions and Layers
[bookmark: idm45549838040040][bookmark: idm45549838038920][bookmark: idm45549838038216]A common approach to portability is to use abstractions and layers. These abstractions can be configurable libraries in the application, generic representations that are transformed, or service facades that sit between the application and the cloud provider’s services. The cloud provider–specific layers can be replaced using either component substitution techniques in the application code or connecting to services through platform-specific facades. An additional benefit provided by these service abstractions is testing. The providers can be tested independent of the application and can be substituted with mocks to improve local development.
[bookmark: Component_substitution__Applicat]Component substitution
[bookmark: idm45549838021544][bookmark: idm45549838021032]Applications can be built so that their components can be substituted through environment configurations. The providers could be created as libraries and shared across multiple teams. Figure 7-1 depicts how a provider was created for each of the supported data storage services and can be configured based on the environment in which the application is deployed. This approach will increase engineering costs because the components need to be developed and tested. Other challenges often arise when dealing with some feature that’s not available in all of the services. This means that the application would then need to use the lowest common denominator and would be unable to take advantage of some feature of the service. Missing features for cloud vendors can be implemented in this layer, or the application can be developed to enable or disable application features when running on different cloud providers.
[bookmark: Figure_7_1__Application_built_wi][image: clna 0701] 
Figure 7-1. Application built with multiple storage providers
[bookmark: Service_facade__A_service_can_be]Service facade
[bookmark: idm45549838018200][bookmark: idm45549838017192]A service can be placed between the application and the cloud provider services. The application is built against a facade that can be used to interact with the cloud provider services. This basically moves the abstraction out of the process, making it so the application developer does not need to be concerned with these details. Figure 7-2 illustrates how you can deploy the facade as a service with a load balancer to ensure availability, or you can deploy it with the application as a sidecar helper.
[bookmark: Figure_7_2__Application_putting][image: clna 0702] 
Figure 7-2. Application putting a message on a topic through a facade
There will be increased engineering costs for creating and managing this service. You must also consider that the application developer might not be able to use some potentially useful cloud provider client libraries. This approach will also need to consider how to deal with features that are only available in a single cloud provider. MinIO, discussed later in this chapter, is a good example of a service that not only provides object storage on-premises, but can also be used as a storage adapter.
[bookmark: Transforms__Transforming_resourc]Transforms
[bookmark: idm45549838026840][bookmark: idm45549838025848][bookmark: idm45549838012088]Transforming resources managed in a common format to cloud provider–specific formats is another technique that you can use to target multiple cloud vendors. You can define resources in a generic format and then transform them into cloud provider–specific representations. The serverless framework allows for the definition of serverless configurations in a standard format, which are used to generate cloud vendor–specific configurations.
[bookmark: Managed_Services_from_Other_Vend]Managed Services from Other Vendors
[bookmark: idm45549838005176][bookmark: idm45549838010248][bookmark: idm45549838009304]Cloud native applications that require portability can also consider using managed services provided by companies independent of the target cloud providers. These services are likewise independent of the cloud provider, and some can even be provisioned in your cloud provider of choice and offer on-premises versions of the services. For example, by using MongoDB as the database in the application, you can use a managed service like MongoDB Atlas when deploying in the cloud. The MongoDB-provided managed service can help eliminate the need to manage the database and reduce operational costs.
Following are some example services:
Auth0
MongoDB Atlas
Elasticsearch Cloud
Sendgrid
Cloudflare LB
The billing of these services might not be integrated with the cloud provider’s billing, so you’ll need to have multiple billing accounts for an application. The other consideration is that these services might not be fully integrated with other services offered by the cloud provider. For example, identity and access services for managing security or triggering a cloud provider function when an event happens might not be possible. These are some things that you will need to consider when you’re selecting these types of services.
[bookmark: Portability_Tooling__A_growing_n]Portability Tooling
[bookmark: idm45549837995016][bookmark: idm45549837994408]A growing number of portability tools are available, enabling developers to work with cloud services in a provider-agnostic way. These tools create their own layers of abstraction and will use those abstractions to either apply transforms or process the configurations using cloud provider–specific plug-ins. This can make it easy for developers who need to work across multiple cloud providers and possibly make it simplify managing resources that are common across the target cloud providers. There is, however, generally some work for you to do up front understanding the transforms and the provider-specific settings.
[bookmark: Serverless_framework__The_portab]Serverless framework
[bookmark: idm45549837992440][bookmark: idm45549837991816][bookmark: idm45549837982280]The portability of applications that use Function as a Service (FaaS) is a concern for many software developers with portability requirements because it can be difficult to deal with. Where portability is a requirement, many teams will avoid serverless altogether. This unfortunately means the team cannot take advantage of an extremely powerful set of services. Every cloud provider’s serverless products offer a very different set of capabilities that use different configurations and code. For example, the Serverless Framework provides an abstraction over popular FaaS technologies. A developer can build to this framework and target any of the platforms supported by the framework. You can extend the framework to support new platforms as well.
Tip
[bookmark: idm45549837987992]When building functions using the Serverless Framework, or even the cloud provider’s SDK, it’s good practice to separate the event handler from the logic in the function. This makes the code in the function cleaner, easier to test, and much easier to move to another cloud provider if that becomes necessary.
[bookmark: Infrastructure__Each_cloud_provi]Infrastructure
[bookmark: idm45549837978024][bookmark: idm45549837977176][bookmark: idm45549837989400]Each cloud provider exposes a different API for managing the infrastructure. Software developers who need to support multiple cloud provider platforms will generally create abstractions and work against those abstractions for managing cloud infrastructure. Terraform, for example, is a product available from HashiCorp for managing infrastructure across multiple cloud vendors. The tool is useful for supporting an Infrastructure as Code (IaC) approach for managing cloud infrastructure. You can use Terraform to define, change, and version infrastructure in a safe and consistent way. With Terraform, an infrastructure engineer can create a single configuration that can be used to manage multiple cloud providers. In practice, a small percentage of the configuration will be cloud provider specific, although a majority of the configuration can be the same and in a format that’s consistent across cloud providers. Figure 7-3 presents an infrastructure engineer creating and maintaining Terraform files and scripts in a source control repository that is capable of targeting multiple cloud vendors. Terraform comes with provisioners for many of the popular cloud providers; the provisioners use the Terraform configurations to provision resources against the cloud provider’s specific APIs. The cloud provider–specific provisioner is built to work with the vendor’s API and can translate the cloud-agnostic configurations to create and manage resources.
[bookmark: Figure_7_3__Terraform_deployment][image: clna 0703] 
Figure 7-3. Terraform deployment configuration to Azure or AWS
In practice, the Terraform files will likely end up containing some cloud vendor–specific configuration, but you can keep this to a minimum to simplify the management.
[bookmark: Storage_abstractions__Applicatio]Storage abstractions
[bookmark: idm45549837966344][bookmark: idm45549837969064][bookmark: idm45549837968200][bookmark: idm45549837962840][bookmark: idm45549837962232][bookmark: idm45549837970536][bookmark: idm45549837959928]Applications often need to support different data stores, and patterns like the Repository pattern were often used to accomplish this. You can use a similar approach with cloud applications, but another approach would be to externalize the abstraction from the application through a gateway that can function as the store when on-premises. MinIO is a great example of this. MinIO is an open source object store like the Amazon Simple Storage Service (Amazon S3). The MinIO storage implements the Amazon S3 API, and in addition to storing data on a filesystem volume, you can configure it to work as a gateway. Figure 7-4 depicts an application built to work with data in the MinIO service, which can be configured to act as a gateway to other storage providers. You can even configure the MinIO service to write to the local filesystem when running in a development environment, for example.
[bookmark: Figure_7_4__MinIO_object_storage][image: clna 0704] 
Figure 7-4. MinIO object storage service can be deployed as a gateway
You can deploy the MinIO service as a sidecar container, simplifying the deployment and management of the service. You can deploy multiple instances of the service behind a load balancer in order to make it highly available.
Although the application is more portable, there will be some overhead in the gateway. You will need to evaluate and consider potential performance trade-offs when placing an additional gateway service between the application and storage. The more important thing to consider is that some of the storage features might not be available through the MinIO API, making it necessary to add some vendor-specific implementation that bypasses the MinIO gateway.
[bookmark: Kubernetes_as_a_Portability_Laye]Kubernetes as a Portability Layer
[bookmark: idm45549837953096][bookmark: ix_portaimplKu]You can use Kubernetes to provide an abstraction over the cloud provider infrastructure. You can deploy and manage applications on Kubernetes in a similar manner, regardless of the underlying cloud provider. Kubernetes continues to evolve, providing access to more and more features of the cloud provider’s infrastructure through the Kubernetes API.
Every major cloud vendor has a managed Kubernetes service today. The cloud provider–managed Kubernetes service makes it extremely simple to spin up a new Kubernetes cluster. The cloud provider is responsible for the Kubernetes management plane and the cluster is provisioned with the cloud provider–specific plug-ins that are integrated with the underlying infrastructure.
[bookmark: Cloud_Controller_Manager__Kubern]Cloud Controller Manager
[bookmark: idm45549837950904][bookmark: idm45549837949864]Kubernetes has created a pluggable platform enabling cloud provider infrastructure integrations with the platform. This makes it possible to provision cloud provider–specific resources that are used by applications running on Kubernetes, like load balancers and storage volumes, through the Kubernetes interfaces. Figure 7-5 shows the Kubernetes Cloud Controller Manager (CCM) configured with adapters, called cloud connectors, that are used to interact with the cloud infrastructure. As a user of a cloud vendor–managed Kubernetes service, it’s not likely that you will need to be concerned with these details.
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Figure 7-5. Kubernetes Cloud Controller Manager
[bookmark: Service_catalog__The_Kubernetes]Service catalog
[bookmark: idm45549837945496][bookmark: idm45549837940856][bookmark: idm45549837940472]The Kubernetes service catalog is an extension API that you can use for provisioning managed services from Kubernetes. The service catalog uses the Open Service Broker API to list, provision, and bind to cloud provider–managed services. Figure 7-6 demonstrates how a Kubernetes cluster user can browse through a list of managed services offered through the service broker, provision an instance, and make it available to an application in the cluster. Application developers and operators could, for example, use the Kubernetes API to create a cloud provider–managed PostgreSQL database. Scripts and infrastructure definitions for provisioning application resources would not need to be created for each cloud provider and could simply use Kubernetes regardless of the cloud provider to which the cluster was deployed. This assumes that all of the cloud providers offer a managed PostgreSQL database that is available in the service catalog.
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Figure 7-6. Kubernetes service catalog overview
[bookmark: Virtual_Kubelet__Virtual_Kubelet]Virtual Kubelet
[bookmark: idm45549837932680][bookmark: idm45549837931416][bookmark: idm45549837933048][bookmark: idm45549837929128]Virtual Kubelet is an open source project that you can use to make an API look like a kubelet, a node in a Kubernetes cluster. This makes it possible to use a cloud vendor’s Container as a Service (CaaS) products through Kubernetes. Developers and administrators can continue using the Kubernetes interface to run their workloads and still benefit from the compute services available from the cloud providers. In Figure 7-7 one node in the Kubernetes cluster is virtual, and work scheduled on that node will instead run in another compute service like Azure Container Instances or AWS Fargate. This provides a best-of-breed approach, enabling portability while still providing cloud vendor services without having to build any layers.
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Figure 7-7. Virtual kubelet
[bookmark: Summary__Portability_is_a_featur]Summary
[bookmark: idm45549837924808]Portability is a feature that a cloud native application must consider. Make sure that you treat it as a requirement and understand the potential trade-offs and costs. In addition to engineering costs, for example, you’ll need to consider operational and infrastructure costs. Some planning and good development practices can make it much easier to make an application portable. 
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