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“And, of course, stability isn’t nearly so spectacular as instability.”
~Aldous Huxley, Brave New World
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Foreword

ack in the distant days of the mid-1980s I began my career focused on equity markets.

Over the next two decades, the abundance of price and volume data, along with the rel-
atively limited set of variables required to describe equity risk, led to the development of
fundamental and statistical equity risk models that are now ubiquitous across the asset man-
agement industry.

In due course it became obvious to me that in order to understand investment risk in all
its forms, some knowledge of fixed-income markets and products was also necessary. Many
years before my association with BlackRock, I came across a book, Risk Management:
Approaches for Fixed Income Markets (2000) by Bennett W. Golub and Leo M. Tilman.
I remember reading it with some fascination. The statistical constructs were, at least in
part, similar to those used in equity markets. However, the markets themselves were very
different. Nonetheless, the rigor of the discussions and the practicality of the contents were
incredibly useful to me back then.

Some vyears later Ben Golub and I became colleagues when BlackRock acquired
Merrill Lynch Investment Management, where I was then the head of its Risk & Quan-
titative Analysis group in London. This brought me for the first time into contact with
BlackRock’s fixed-income analytics and risk management teams. My equities background
combined with BlackRock’s fixed-income expertise made for a good match, and 1 was
appointed the co-head with Ben Golub of a merged Risk & Quantitative Analysis group.

Over the subsequent 16 years, much has taken place in both markets and risk man-
agement. The contrasts between equities and fixed-income investing were, in many respects,
palpable. Some of the characteristics of fixed-income securities became clearer to me, such as
the limited trading and even more limited price data, the lags in the availability of the limited
amount of pricing data, the astounding number of individual securities, and the nonstandard
terms and conditions of securities. Real-world risk management meant making necessary
compromises from the equity ideal.

Currently, changes and reforms are moving fixed-income markets somewhat closer to
the more idealized equity markets, making certain types of analyses that were routine in the
equity markets partially available for fixed-income securities.

The last 16 years have also contained some major market events, including the Global
Financial Crisis and the Coronavirus pandemic, that challenged the notion that even exchange
markets operate efficiently all the time. Some of the later chapters in this book that focus on
financial crises contain lessons that we learned that are genuinely worth remembering.

This book introduces the notion of an Investment Risk Management Paradigm (IRMP).
This is particularly useful as a reminder of the need to enforce consistent levels of rigor across
all of the firm’s investment processes. Having a formal notion of this standardization has been
extremely useful, especially when investment processes change or activities are added.

History will not be kind to some notions of risk management that turn out to be for-
malized manifestations of self-delusion. Other analytics or frameworks will better last the

XXi



XXl FOREWORD

test of time. But while T am certain that some of the notions described in this book will
eventually need to change, just as many were eventually edited out of the first edition, many
will stand the test of time. This book presents techniques and practices that are actually used
and are actually useful. I recommend it to investors and risk managers who wish to get an
insight into how investment risk management is contemporaneously practiced at a major
global multi-investment process asset manager.

Ed Fishwick
Chief Risk Officer
BlackRock, Inc.
Summer 2023



Preface

hanging market dynamics, technological advances, and geopolitical stresses have trans-

formed investment risk management. As new and bespoke products have emerged, new
risks and additional complexities have driven advances in risk management processes and
analytics. Consider, for example, all the forced and rapid innovations that arose from the
Coronavirus pandemic. Given the abundance of change, risk managers have had to adapt
their processes and tools to address market turbulence, structural bond market changes, prod-
uct complexity, and increased regulatory oversight. Additionally, risk managers have learned
to take advantage of some of these technological advances, resulting in better analytics and
the ability to analyze bigger and broader data sets. An intellectually curious risk management
culture, coupled with rigorous risk management processes and technological competence,
facilitates risk managers’ ability to rapidly and effectively adapt to new circumstances.

Recognizing the dynamic nature of investment risk management informs us that it is
almost certain that some of the ideas and methodologies presented in this book will inevitably
become obsolete themselves. Similarly, there inevitably are important omissions, either inten-
tionally due to the limitations of time or are outside the wisdom and firsthand knowledge of
the authors.

This book is a heavily edited and expanded edition of Risk Management: Approaches
for Fixed Income Markets (2000) by Bennett W. Golub and Leo M. Tilman (the first edition).
In the 23 years following the original English language publication, much has happened to
reshape the investment risk management landscape. For example, the heightened attention
by markets and investors to ESG (environmental, social, and governance) characteristics was
never envisioned when the original book was published. The definitive book on ESG risk man-
agement has probably not been written yet; this book intentionally omits much of that topic,
while the profession awaits a conclusive state-of-the-practice volume. Also, while currently a
hot topic and one that certainly has demonstrated the ability to generate multiple risk man-
agement failures, this book is intentionally silent on the risk management of cryptocurrencies;
we await those markets’ risk management processes maturing.

The technological intensity of investment risk management has increased dramatically.
Twenty-three years ago, technology was not necessarily at the forefront of most investment
management firms. Now, technology is one of the critical success factors—allowing firms to
continue to evolve to meet clients’ needs, respond to market changes and regulatory require-
ments, and create operational efficiencies and scale. With improvements in technology, firms
are now able to perform tasks that were previously technologically impossible or would take
too much time or too much expensive hardware to be useful. When editing sections of the
original book for inclusion in this new edition, references to analytic techniques that involved
compromising accuracy for computational efficiency were removed from the manuscript;
there is much less need to compromise precision for the sake of economizing computa-
tional resources. The implications of Moore’s Law, broadly speaking, continue to make more
and more computational resources economical. Cloud-based applications, for example, can
summon massive amounts of computational power on demand. Organizations can store,
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analyze, manipulate, and synthesize what would have been unimaginable amounts of data
more cheaply and quickly than ever before. The sophisticated and creative use of technol-
ogy, has become an essential part of effective investment risk management. Having the right
technology to manage risk is no longer a luxury; it is a necessity.

BlackRock’s commitment to innovation and the use of technology has been one of the
key drivers of its ongoing robust growth. Developing and evolving Aladdin and leveraging
technology has been part of BlackRock’s founding vision and has enabled the firm to become
a massive scale operator, highly efficient, integrated, and dynamic. As the firm grows and
technology evolves, Aladdin continues to be a best-in-class solution, used by BlackRock to
operate efficiently at scale. The same Aladdin technology used by BlackRock is also available
and heavily used by many major global financial institutions.

The motivation for this book originated due to an inquiry from a BlackRock client about
when the first edition would be revised. Initially, this seemed to be a relatively straightforward
task, and the project was initiated in 2017. At first, the plan was to update data, tables,
and exhibits and remove topics that were no longer relevant. However, after this editing
process, it became apparent that simply updating the data and removing obsolete sections
would be sorely inadequate given how much markets, products, and risk management have
evolved. Instead, it became clear that if the original book were to be properly updated, a
substantial expansion of the topics covered would be required. That, of course, made creating
the second edition a materially greater task. Given my then current role as chief risk officer of
BlackRock, this task would have been beyond my ability to complete. In 2018, I concluded
that if we expanded the scope of the book, the only feasible path forward was to ask my fellow
BlackRock colleagues to contribute their expertise and enthusiasm and author or coauthor
the needed chapters. Unlike the original book, which was written as a unified whole in a
single voice, the new edition would include chapters on a wide range of topics written by
many authors.

Bringing together BlackRock’s leaders in risk management, portfolio management, trad-
ing, financial modeling, psychology, and analytics, this successor book to the first edition,
now titled BlackRock’s Guide to Fixed-Income Risk Management, represents a combination
of revised and updated chapters from the original book and a collection of new standalone
chapters covering a range of investment risk management topics. Each chapter has been
authored by BlackRock’s current or former senior subject matter experts. While the book
focuses primarily on fixed-income practices, analytics, and models, many of the concepts
presented are equally meaningful in a multi-asset context. This book can first be considered a
practitioner’s guide to fixed-income risk management, leveraging BlackRock’s overall invest-
ment risk management framework for operating a viable risk management program at scale,
heterogeneity, and complexity.

ORGANIZATION OF THE BOOK'

This book is organized into three sections and covers the following themes:

(I) An Approach to Fixed-Income Investment Risk Management
(IT) Fixed-Income Risk Management—Then and Now
(IOI) Lessons from the Credit Crisis and Coronavirus Pandemic
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SECTION I: AN APPROACH TO FIXED-INCOME INVESTMENT RISK
MANAGEMENT

In Section I, we describe the pillars of BlackRock’s Investment Risk Management Paradigm
(IRMP). This paradigm evolved over many years as a tool to bring consistency and structure
to BlackRock’s risk management activities across its various investment management busi-
nesses to ensure that risks are properly identified, measured, governed, and reconciled with
actual performance. The IRMP rests upon on the following five pillars:

1. Ex ante risk measurement

2. Risk governance (i.e., having and maintaining agreed upon levels of risks)
3. Portfolio manager risk-return awareness

4. Performance attribution

5. Performance analysis

Each component of the paradigm is discussed in detail in one or more of the following
chapters. Given the various risks to which portfolios are exposed and the diversity of mea-
surements available, several chapters expand upon the first pillar, ex ante risk measurement.
Examples and case studies are incorporated to help illustrate the risk management approaches
and analytics presented.

Chapter 1 provides an overview of risk management at BlackRock and discusses sev-
eral elements that underpin a strong risk management program. The chapter reinforces the
importance of governance and oversight and introduces BlackRock’s approach to invest-
ment risk management. To be clear, though, establishing a comprehensive and pervasive risk
management program and culture requires commitment and support from all levels of an
organization, starting with senior management. My colleagues and I were fortunate to be
able to develop our ideas and methodologies in such an environment. This chapter was coau-
thored by myself and Rick Flynn, managing director in the Risk & Quantitative Analysis
group.

Chapter 2 presents parametric approaches to risk management and was initially included
in the first edition. This chapter aligns with the first pillar of BlackRock’s IRMP, ex ante risk
measurement. This chapter includes a discussion of analytical and empirical durations, partial
durations, interest rate scenario analysis, and horizon rate of return analysis. The parametric
measures of market risk continue to form the backbone of more elaborate and compressive
risk methodologies and techniques, which is why we felt that it was an important chapter
to revisit and revise in this edition. This chapter has been updated with more recent data. It
also includes additional concepts, such as duration times spread (DxS), authored by David
Greenberg, former managing director in Technology & Operations—Artificial Intelligence
(AI) Labs. Additionally, we added a new section on option usage in portfolio management,
which was authored by Jack Hattem, managing director in the Portfolio Management Group.
Yury Krongauz, managing director in the Financial Modeling Group, included additional
details regarding wave shocks to the Key Rate Duration section. This chapter was updated by
Matthew Wang, managing director in the Fundamental Fixed Income Portfolio Management
Group.

Chapter 3 reviews the dynamics of interest rate shocks and was also previously published
in the first edition. The concepts in this chapter are also part of the first pillar of BlackRock’s
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IRMP and contain an introduction to principal component analysis as well as an investigation
of the probability distribution of interest rate shocks. In this chapter, the relationship between
the first principal component and the term structure of volatility is explored and the results
are applied to the study of big market move days as well as the historical steepeners and
flatteners of the US Treasury curve. This chapter was updated by Matthew Wang.

Chapter 4 focuses on estimating and decomposing portfolio risk and also aligns with
the first pillar of BlackRock’s IRMP. This chapter reviews portfolio volatility estimation and
factor structure, along with the empirical challenges associated with estimating covariance
matrices. It contains an overview of Value at Risk (VaR) estimation, including a focus on
Enhanced Historical VaR (EHVaR), which is a proprietary approach developed for modeling
the forward distribution of asset returns. EHVaR blends the advantages of both parametric
and nonparametric forecasting techniques. Finally, the chapter discusses decomposition of
realized risk and return. This chapter was coauthored by Amandeep Dhaliwal, managing
director in the Financial Modeling Group, along with Tom Booker, director in the Financial
Modeling Group.

Chapter 5 introduces the Market-Driven Scenarios (MDS) framework, which is designed
to provide structure to the often subjective and ad hoc nature of hypothetical scenario gener-
ation. Macroeconomic fundamentals typically drive the general direction of financial market
returns. However, tail risks, which can be triggered by geopolitical events, can arise that are
difficult to forecast but can have significant adverse effects on fund returns. As an element
of the first pillar, this chapter highlights the use of specific econometric techniques and the
application of a disciplined multistep process to create Market-Driven Scenarios. The MDS
process is inherently multi-asset versus being particularly fixed-income oriented. This chapter
was coauthored by myself, David Greenberg, and Ronald Ratcliffe, managing director in the
Analytics & Quantitative Solutions team within BlackRock Solutions.

Chapter 6 uses the MDS framework to analyze geopolitical risks and assess their potential
market impact in a systematic way. The chapter reviews market responses to unexpected
historical geopolitical shocks from 1962-2019. Using one of the top geopolitical risks from
2019 as an example, this chapter demonstrates the application of the MDS framework. This
chapter aligns with the first pillar of the IRMP and reinforces the importance of scenario
analysis and stress testing portfolios. It was coauthored by Catherine Kress, director and head
of Geopolitical Research & Strategy within the BlackRock Investment Institute; Carl Patchen,
former vice president in the Risk & Quantitative Analysis group; Ronald Ratcliffe; Eric Van
Nostrand, former managing director in the BlackRock Sustainable Investment group; and
Kemin Yang, former associate in the BlackRock Investment Institute. Additional contributors
include myself, Tom Donilon, chairman of the BlackRock Investment Institute; and Isabelle
Mateos y Lago, global head of BlackRock’s Official Institutions group.

Chapter 7 presents some approaches for measuring liquidity risk, one of the many invest-
ment risks that demands rigorous and continuous oversight. While liquidity risk can have
different meanings, this chapter focuses on fund liquidity risk. As a component of the first
pillar, this chapter contains a brief history of how liquidity risk management has evolved
and covers the various elements of a liquidity risk management framework, including asset
liquidity, redemptions, and extraordinary measures. This chapter was coauthored by myself;
Philip Sommer, director in the Liquidity & Trading Research Group within BlackRock Solu-
tions; Stefano Pasquali, head of the Liquidity & Trading Research Group within BlackRock
Solutions; Michael Huang, managing director in the Risk & Quantitative Analysis group;
Kristen Walters, former managing director in the Risk & Quantitative Analysis group; and
Nikki Azznara, vice president in the Portfolio Management Group.
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Chapter 8 presents approaches for managing market risk in fixed-income portfolios using
portfolio optimization techniques. An earlier version of this chapter was previously included
in the first edition. However, it has been significantly updated and transformed to reflect new
approaches for optimization, including many that are also applicable to multi-asset port-
folios. The chapter begins with a discussion of the differences between risk measurements
versus risk management and covers typical fixed-income hedges. Then, the chapter transitions
to discuss parametric hedging techniques, generalized approaches to hedging, and advanced
portfolio optimization and risk management techniques. Various examples are included in the
chapter to demonstrate how optimization approaches can be utilized in different situations.
This chapter does not necessarily align uniquely with a specific IRMP pillar. Rather, portfolio
optimization is a powerful and versatile tool that allows portfolios to be engineered for a
variety of reasons. This chapter was primarily authored by Alex Ulitsky, managing director
in the Financial Modeling Group. Jack Hattem provided significant updates to this chapter.

Chapter 9 introduces the second pillar, risk governance, and also introduces the concept
of risk scans to identify potential risk issues. Specifically, properly designed risk and exposure
scans can flag portfolios and positions that may not align with client objectives or expec-
tations. Given the increasing size and heterogeneity of investment processes and products,
risk managers need to efficiently analyze a multitude of portfolios. This chapter presents a
basic univariate risk scan framework that uses simple algorithms to identify potential risk
exceptions—what came to be known at BlackRock as Risk and Performance Targets (RPT).
I was the primary author of this chapter. Rory van Zwanenberg, director in the Risk &
Quantitative Analysis group, significantly contributed to this chapter, along with Katie Day,
managing director in the Risk & Quantitative Analysis group.

The third pillar, portfolio manager risk-return awareness, focuses on the relationship
between portfolio and risk managers. Chapter 10 discusses the importance of risk managers
working together with portfolio managers to ensure that risks are properly detected, under-
stood, and then appropriately managed for clients. Effective risk management requires regular
interaction with portfolio managers to discuss risk positioning and can include identifying
potential adverse behavioral aspects of investing. The chapter concentrates on behavioral
finance, an evolving risk management domain, which seeks to identify cognitive blind spots
that can impact investment decisions. The chapter includes details on decision-making analyt-
ics such as loss aversion, disposition bias, and the endowment effect. The chapter also includes
a framework for evaluating behavioral aspects of the investment processes. This chapter was
coauthored by Emily Haisley, managing director of the behavioral finance initiatives in the
Risk & Quantitative Analysis group, and Nicky Lai, director in the Risk & Quantitative
Analysis group.

The fourth pillar, performance attribution, decomposes investment returns into their
sources of performance, providing portfolio and risk managers with an understanding of
the drivers of investment results. Chapter 11 covers approaches and analytical techniques
that practitioners can leverage to conduct performance attribution, including Brinson and
factor-based methodologies. The chapter provides multiple examples to demonstrate how
portfolio returns can be viewed and interpreted. This chapter was coauthored by Reade Ryan,
managing director in the Risk & Quantitative Analysis group, and Carol Yu, former vice
president in the Risk & Quantitative Analysis group.

The fifth pillar, performance analysis, presents a framework to review a portfolio’s
realized performance relative to its benchmarks, peers, and other comparable accounts.
Chapter 12 discusses how to meaningfully measure aggregate platform performance,
especially across a heterogeneous set of funds with different benchmarks and risk and per-
formance targets. The chapter covers active performance metrics, such as alpha target ratio,
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weighted peer percentile, and alpha dollars, along with index performance metrics. Strengths
and weaknesses of the various active and index performance measurements are presented.
This chapter was coauthored by Mark Paltrowitz, managing director and chief performance
officer for BlackRock and the head of fixed-income and multi-asset investment risk; Mark
Temple-Jones, former director in the ETF & Index Investments group; Viola Dunne, former
managing director in the Risk & Quantitative Analysis group; and Christopher Calingo,
director in the Risk & Quantitative Analysis group.

Chapter 13 marks the conclusion of the first section of this book and discusses further
evolving the Investment Risk Management Paradigm. Given the dynamic nature of financial
risk, continuously evolving a risk management framework to address emerging risks and
changing market themes is crucial for a growing investment manager. This chapter starts
by covering the characteristics of a traditional buy-side risk management framework and
then discusses evolving the framework to better manage a multiplicity of risks at scale.
BlackRock Solutions’ Aladdin implementation of the Risk Radar system is presented as a
tangible example of how risk governance can be successfully executed at scale. This chapter
was coauthored by myself; Michael Huang; and Joe Buehlmeyer, director in the Aladdin
Product Group.

SECTION II: FIXED-INCOME RISK MANAGEMENT—THEN AND NOW

Despite rapid transformation in other areas of financial markets, for decades, the core
transactional underpinnings of bond markets remained largely the same—high touch,
over-the-counter markets dependent on dealers’ balance sheets with only limited timely
price, volume, and order book transparency. However, in the years following the 2008
Global Financial Crisis, significant structural changes in bond markets have occurred. This
section briefly discusses some of those bond market changes over the past 20 years.

Chapter 14 discusses the modernization of the bond market and the emergence of
fixed-income exchange-traded fund products. The chapter covers the evolution of bond
markets, the development of index-based ecosystems, the implications for investing, port-
folio management and risk management, and the future state of portfolio construction.
This chapter was coauthored by Daniel Veiner, managing director, co-head of Global
Trading; Stephen Laipply, managing director, global co-head of Fixed Income ETFs; Carolyn
Weinberg, managing director, chief product innovation officer and co-head of the Global
Product Group; Samara Cohen, senior managing director, chief investment officer of ETF
and Index Investments; Vasiliki Pachatouridi, managing director, head of iShares Fixed
Income Product Strategy EMEA; and Hui Sien Koay, director, lead Index Fixed Income
Product Strategist for APAC.

Chapter 15 discusses the cessation of LIBOR and the massive undertaking required to
shift to Alternative Reference Rates (ARRs). Given the transition’s size and scope, the migra-
tion away from LIBOR required a significant amount of coordination and organization from
various market participants. This chapter also discusses the implications to portfolio man-
agement along with risk management. This chapter was written by Jack Hattem.

Chapter 16 covers derivatives reform and the rise of Swap Execution Facilities (SEFs) and
central counterparties (CCPs). Following the Global Financial Crisis, market reforms sought
to improve transparency in derivatives. Electronification of most trading was required, and
counterparty credit risk was reduced by mandating much greater usage of CCPs. This chapter
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was written by Eileen Kiely, managing director and deputy head of Counterparty Risk in the
Risk & Quantitative Analysis group, and Jack Hattem.

SECTION llI: LESSONS FROM THE CREDIT CRISIS AND CORONAVIRUS
PANDEMIC

Major market disruptions, almost by definition, present the opportunity (and need) to reflect
on the necessary changes to risk management practices. The following three chapters were
previously published articles that identify some lessons to be learned.

Chapter 17 presents seven specific lessons worth remembering from the Global Financial
Crisis of 2007-2008. The credit crisis demonstrated that many widely used risk manage-
ment techniques relied on critical assumptions that turned out to be profoundly flawed. The
Global Financial Crisis changed the risk management profession, with unprecedented extreme
market moves and the downfall of well-known financial institutions. Recommendations to
enhance risk management practices and beliefs are included in this chapter to correct or mit-
igate the negative impact of relying on those faulty assumptions.

Chapter 18 highlights the importance of eight principles for buy-side risk management.
Chapter 17 and Chapter 18 were initially published in the Journal of Portfolio Management
and coauthored by myself and Conan Crum, former vice president in the Risk & Quantitative
Analysis group.

Finally, the book concludes with a chapter on lessons worth considering from the Coro-
navirus pandemic. Chapter 19 summarizes 10 key lessons from COVID-19 and considers the
implications of the COVID-19 crisis across capital markets. This chapter reviews the key mar-
ket events from March 2020 and the official sector’s interventions. The chapter includes some
lessons drawn from COVID-19, identifying what worked and what needs to be addressed fur-
ther, including policy recommendations and areas for future consideration. This chapter was
originally published as a BlackRock ViewPoint and was adapted for this book by coauthors
Barbara Novick, a co-founder and former vice chairman of BlackRock; Joanna Cound, man-
aging director and global head of Public Policy; Kate Fulton, managing director and head of
Americas Public Policy; and Winnie Pun, former managing director within the Global Public
Policy group.

BlackRock’s Guide to Fixed-Income Risk Management is written for financial services
professionals, including chief investment officers, portfolio managers, risk managers, traders,
researchers, compliance officers, and modelers. Using BlackRock’s approach to risk manage-
ment as its foundation, the book is particularly intended for buy-side firms. It is also suitable
in an academic setting for undergraduate students as well as MBA and PhD candidates.

Bennett W. Golub
New York
Summer 2023

NOTE

1. Several current and former BlackRock subject matter experts authored or coauthored multiple
chapters in this book. Their names are listed in the following section and their current (or last)
BlackRock titles and team affiliations are provided the first time their names appear. For current
BlackRock employees, their titles and team affiliations are representative of their roles as of March
2023.
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1.1 INTRODUCTION

Risk management analytics and methodologies have evolved significantly over the last 20+
years. Nevertheless, as events continue to demonstrate, putting an effective risk manage-
ment program and culture into place remains, for some, quite difficult. Doing so requires
comprehensive risk management policies and procedures, effective analytics, efficient tools,
and people committed to the mission. Each team member, whether a portfolio manager,
trader, analytics developer, or risk manager, has an important role to play in managing risk
responsibly—risk management only works as a team sport. Effective risk management also
requires significant resources and focus.

Establishing an effective risk and control environment typically involves three “lines
of defense.” As primary risk owners, “the business,” i.e., portfolio managers and business
managers in the investment management business, are the first line of defense and have
the primary responsibility for identifying, managing, and mitigating risk. Risk and control
functions, i.e., investment risk, counterparty risk, operational risk, model risk, serve as a
second line of defense, acting ideally as independent and trusted advisors to help the business
operate more effectively while using its independence to observe and escalate issues of
concern. Finally, internal audit is usually thought of as the third line of defense, responsible
for reviewing and testing the effectiveness of the control environment as defined by the firm’s
policies and procedures.

Yet, for all of this effort to be fully effective, a strong and pervasive risk culture across
the entirety of the firm is required. Ideally, all employees view themselves as risk managers,
regardless of where they fit into the three lines of defense model. This level of engagement
will drive the risk management culture forward as well as provide multiple levels of checks
and balances.

Aligning the risk management function and culture with the organization’s priorities and
business model is critical. Different types of financial institutions can have radically different
business models which must be fully understood when designing and developing a risk man-
agement function. Investment management firms, such as BlackRock, serve clients almost
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exclusively as fiduciaries. They invest money on behalf of their clients based upon agreed
terms and fees. Investment managers do not own (nor ultimately control) the assets man-
aged on behalf of their clients, reducing most (but not eliminating all) conflicts of interest
and allowing them to act almost exclusively in their clients’ best interests. In this type of
organization, risk managers need to ensure that client assets are invested consistently with
the explicit or implicit risk tolerance of each client’s portfolio, usually, but not always, dic-
tated in prospectuses or written investment management agreements (IMAs). While this can
be a complex and challenging endeavor, it entails, for the most part, a close alignment of
interests between the investment manager and the ultimate client. This natural alignment of
interests, in turn, makes it easier for a positive and committed risk culture to flourish. Failure
to thoughtfully align the risk management function to the business model can result in a low
performing business with reduced focus on risk-based priorities, lack of trust in management,
and low employee morale.

BlackRock has grown from an eight-person organization located in a few small New York
conference rooms in 1988, to a global company with more than 19,000 employees managing
over $9 trillion of client assets, as of March 31, 2023. As the firm expanded and globalized,
BlackRock’s core mission has remained the same—serving as a fiduciary to clients. Black-
Rock’s clients currently include governments, pensions, companies, foundations, insurers,
mutual funds, and ETFs, and indirectly, billions of individuals—parents and grandparents,
doctors and teachers—who are saving for their future. Risk management is a critical part of
helping clients create a better financial future for themselves by meeting their financial goals.

The term “risk management” covers a wide variety of risks including enterprise risks,
such as operational, technology, regulatory, model, and other compliance-related risks. While
all these risks are important and can significantly impact an organization, this book, similar to
the first edition, focuses primarily on investment risk management and the problems specific
to portfolio management, trading, financial modeling, hedging, and other areas associated
with financial decision-making.

Many investors’ priorities appear to be shifting with a rise of interest in sustainability,
resulting in the growth of environmental, social, and governance (ESG) products and invest-
ment strategies. While BlackRock has made and continues to make significant investments
in analytics and processes designed to facilitate risk management through an ESG lens, this
important topic is a rapidly evolving domain and deserves a comprehensive review on its own.

This book, as the successor to the first edition, necessarily focuses heavily on fixed-income
risk practices, analytics, and models. However, many of the concepts and theories presented
can be applied or modified to be applicable to other asset classes. Most of the examples and
case studies included in the following chapters are based on BlackRock’s risk management
approaches, models, and analytics. Heavy reliance has been made on BlackRock Solutions’
Aladdin system and its underlying data.

1.2 ELEMENTS OF RISK MANAGEMENT

The following are some critical elements that underpin a strong and effective investment risk
management program.

Propagating a risk management culture: Risk management should be a core component
of the organization’s culture, with senior management recognizing and reinforcing the impor-
tance of understanding risk and operating with the highest ethical standards. There must be
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comprehensive governance and an enterprise risk management framework that evolves to
meet business growth, product development, and emerging risks. Internal risk committees
and boards should meet regularly to discuss risk management priorities and topics, and risk
managers should establish trusted and independent relationships with investors, traders, and
other “first line of defense” managers. This culture relies upon high levels of internal trans-
parency regarding the risks being taken by investors and portfolios, subject to regulations
and the need to segment certain types of activities.

While practitioners can read about risk management in textbooks, experiencing the risks
directly and realizing their consequences provides a different perspective. The financial crash
of 1987 had a profound impact on the original founders of BlackRock and demonstrated
the consequences of uncontrolled financial risks. As such, high-quality risk management has
been a visceral part of BlackRock’s culture since the firm’s inception. From its very early
days, BlackRock has had a dedicated and independent risk management function, ensuring
that there is an informed set of independent eyes reviewing portfolio risk and performance to
protect clients. As the firm’s AUM and product set grew, so too has its risk management team.
BlackRock’s investment philosophy was founded on always being “risk-aware,” and Black-
Rock’s founders and leadership have remained committed to maintaining and disseminating
the firm’s founding principles and risk management culture.

Knowing the risks: Risk management involves identifying and measuring all material
risks, which is far from a static exercise. Markets, technology, competitive pressures, and
regulatory regimes are constantly evolving, requiring businesses to continuously respond and
adapt. Risk managers should have a deep understanding of how this dynamic process gives
rise to new risks and changes existing ones, ensuring that the risks are properly understood
across the organization.

The financial crash of 1987 underscored the necessity to understand securities and their
nonlinear behavior. Back then, BlackRock focused heavily on the “micro-analytics” of com-
plex securities to have a clear understanding of the characteristics of the portfolios. Further,
BlackRock’s risk models combine bottom-up and top-down analysis of fund exposures. The
risk management team continuously partners with the firm’s financial modelers and tech-
nologists to create state-of-the-practice risk analytics, continuing the quest to understand
portfolios and the risks to which they are exposed.

Relying on one consistent set of information: Everyone—risk takers, risk managers,
senior management—should share the same timely information on risk, creating a “virtuous
circle” of cleansed data to the fullest extent legally permissible. When everyone relies on one
consistent set of information, risk management becomes a transparent and self-enforcing
process. Rather than spending time reconciling disparate measures and inconsistencies, team
members can concentrate on the substance of fiduciary risk taking: Are the risks deliberate?
Are they diversified? Are they appropriately scaled? Are they aligned with client expectations?

BlackRock has a long history of embracing technology and encouraging maximum
transparency, which is critical for risk management. Leveraging technology and developing
Aladdin were part of BlackRock’s founding vision and has enabled the firm to be highly
efficient, integrated, dynamic, and scalable. BlackRock started developing Aladdin soon
after the firm was founded with the goal of understanding the micro-analytic details of the
securities by bringing sell-side analytics to the buy-side. Since the 1990s, Aladdin has been
the firm’s central operating platform, integrating risk, investment, and client management
processes. Aladdin is the foundation of the firm’s risk management process, providing
sophisticated analytics to enable informed decision making. Each day, risk managers are
enabled to review and analyze portfolio risk using a centralized data source.
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Risk measures that are “used and useful”: Risk management should be a practical exercise
aimed at addressing real-world risks—it is not a science project. For risk management to be
truly practical and impactful, it is important to employ risk measures that accurately capture
risks in meaningful and actionable ways. Armed with these measures, risk managers are posi-
tioned to help risk takers understand and manage risks by clearly articulating the issues at
hand. BlackRock has continuously believed that assisting risk takers to do “the right thing”
is the best way to manage risk. “Policing” risk is a last resort and usually demonstrates a
failure to effectively communicate.

Clients come first: As a fiduciary, BlackRock acts as stewards of clients’ capital and trust.
Putting clients’ interests first and working to meet reasonable expectations is important as it
serves to protect the firm itself and its reputation. Accurately and consistently measuring and
managing risk for clients is paramount for protecting clients’ fiduciary interests. Furthermore,
risk managers serve a pivotal role in this process by ensuring that clients’ investment and
risk-taking objectives are properly understood across all stakeholders, that they are accurately
reflected in ongoing portfolio management activities, and that the resulting performance is
consistent with the risks taken.

1.3 BLACKROCK'S INVESTMENT AND RISK MANAGEMENT APPROACH

Given the importance of risk management to the firm, BlackRock purposefully built a risk
framework that touches all aspects of the organization. The process starts at the top with
the board of directors and includes a robust governance framework with committees that
oversee key risks in the firm. BlackRock’s independent risk management team, Risk & Quan-
titative Analysis (RQA), reports to the firm’s president. Structurally, BlackRock’s risk man-
agement team is independent of BlackRock’s various businesses, allowing risk managers to
provide an unbiased perspective while working closely with the various risk takers. RQA
oversees investment risk, along with counterparty, enterprise, operational, regulatory, tech-
nology, third-party, model, and reputational risks. While there is not perfect symmetry and
depth in how RQA engages with each of these risk domains, the paradigms are all based on the
application of constructive challenge with the ability to independently escalate, as required.

The conceptual model used is intentionally designed not to be intrinsically adversarial.
Particularly for an active asset manager, clients are seeking the risk taking and risk man-
agement skills of the firm’s portfolio managers. Therefore, RQA pursues a dual mission. In
addition to providing a risk oversight/control role to help manage fiduciary and enterprise
risks, RQA uses its deep risk management and analytical subject matter expertise to pro-
vide independent consultative advice. Given the subject of this book, what follows will focus
specifically on the investment risk management function.

Risk managers at BlackRock are constantly striving to promote a culture of construc-
tive challenge when interacting with investors. The goal is to develop high levels of challenge
alongside high trust relationships that result in accuracy in portfolio construction and man-
agement. Managing risk requires building close partnerships with investors. Prior to the
forced logistical changes that arose due to the Coronavirus pandemic, risk managers were
co-located, whenever possible, with investors globally to ensure constant effective commu-
nication and trust between risk managers and risk takers. This way, risk managers with
significant subject matter expertise are “eyeball-to-eyeball” with portfolio managers. People
take risks, not computers or algorithms, so it is important for risk managers to work together
with investors and traders to help ensure risks are properly understood and appropriately
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managed for clients. By partnering with investors, risk management seeks to ensure risk
taking is deliberate, diversified, and scaled to meet the reasonable expectations of clients.
During the pandemic, we were able to maintain relatively strong connectivity between risk
managers and portfolio managers via the necessity for most communications to be through
scheduled video calls, as opposed to many impromptu discussions. This arrangement worked
much better than (some of us) anticipated. As of March 2023, BlackRock’s model operates
“at least three days in the office,” which seeks to retain the social value of physical proximity
while recognizing that working from home provided many advantages to many employees.”

BlackRock’s portfolio managers oversee thousands of portfolios with many distinct man-
dates specified by clients or fund constituents. BlackRock’s investment process is highly decen-
tralized with well over 100 independent investment teams, responsible and accountable for
the decisions and outcomes of the portfolios they manage. BlackRock’s portfolio managers
have the flexibility to design, implement, and execute independent investment processes, sub-
ject to clients” approval, internal transparency requirements, and, more recently, integrating
ESG-related characteristics into the actively managed investment process. Portfolio managers
can leverage BlackRock’s platform-level investment insights, such as those of the BlackRock
Investment Institute, while retaining the ability to use their own discretion subject to client
constraints. Investment risk managers partner with each investment business to help investors
build risk-aware portfolios by advising on portfolio construction, hedging strategies, and
managing the risk-return trade-off.

To deliver effective risk management at scale, BlackRock’s risk managers employ both
top-down and bottom-up approaches as part of their daily risk management processes. This
allows risk managers to independently review portfolio composition and determine if the
resulting risk profiles are consistent with client guidelines and fund mandates on an ongoing
basis. Additionally, risk managers regularly engage with investment teams, both formally and
informally, to review risk positioning and performance outcomes.

1.4 INTRODUCTION TO THE BLACKROCK INVESTMENT RISK MANAGEMENT
PARADIGV

As a large and complex organization, BlackRock needs to ensure that certain risk man-
agement activities occur regularly and consistently across the entire investment platform.
To organize this conceptually, BlackRock has developed an Investment Risk Management
Paradigm (IRMP) to bring consistency and structure to the myriad of risk management activ-
ities and create a coherent and comprehensive approach across all its businesses. This IRMP
rests on five pillars, each of which describes a necessary component of an effective investment
risk management program. The following chapters in this section of the book will expand
upon the five IRMP pillars:3

1. Ex ante risk measurement

2. Risk governance (i.e., having and maintaining agreed upon levels of risks)
3. Portfolio manager risk-return awareness

4. Performance attribution

5. Performance analysis

The first pillar is ex ante risk measurement, which means ensuring portfolio managers
and risk managers have the appropriate tools to identify, measure, and understand important
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portfolio risks. Multiple risk measures are invariably required and available to provide the
most complete picture possible. Risk factors and ex ante risk models are employed (when
meaningful) to measure portfolio ex ante volatility and active risk (i.e., ex ante tracking error
relative to a defined benchmark) and, where appropriate, Value at Risk (VaR). Among other
things, this allows a statistical decomposition of risks. To attempt capturing the inevitable
tail risks often missing from statistically driven analytics, Market-Driven Scenarios can
be a very useful tool. Numerous “what-if” scenarios can be formulated corresponding to
geopolitical events or market factor moves.

Additionally, measures of liquidity risk provide insight on both the liquidity of positions
held on the asset side of a fund’s balance sheet and the potential for redemptions, driven by
the liability side. More recently, an increasing number of exposure metrics are being developed
that include not only environmental characteristics but those related to social considerations
and institutional governance.

The second pillar is risk governance. This is the mechanism by which the appropriateness
of the level of risk taking in a portfolio is controlled. To meet clients’ reasonable expectations,
return and risk objectives for portfolios need to be clearly understood and communicated.
This can be specified explicitly or, if necessary due to the nature of the asset owner, inferred
implicitly. For instance, based on a client’s return objective, an acceptable range of expected ex
ante risk for a given fund, consistent with its ability to achieve return objectives, can be deter-
mined. Given that level of target risk, a “green zone” can be defined (as part of a two-sided
red, amber, green framework) based upon a reasonable range around the targeted ex ante
risk level. However clarified, once determined, examining a portfolio relative to the client’s
expectations and identifying inconsistencies or misaligned risks becomes possible. Above and
below this “green zone” represents risk levels that either require heightened attention (low
and high “amber zones”) or may require timely remediation (low and high “red zones”),
indicating that the risks are becoming potentially increasingly inconsistent with prudently
achieving the client’s identified return objectives. Portfolios can be tracked relative to these
ranges. Given the complexity and heterogeneity of investment risk management, a risk scan
framework facilitates scalable risk monitoring with improved governance and oversight. Pro-
viding a consistent framework to monitor risk across asset classes, a risk scan framework
allows for exceptions to be identified, investigated, and escalated, as necessary.

At BlackRock, this process takes place in a regular Portfolio Risk Oversight Commit-
tee. When exceptions arise and portfolios stray outside the “green zone,” risk managers and
portfolio managers discuss what remediation, if any, is needed. More complex rules can be
constructed that go beyond simply looking at levels of active risk. Following a similar design
pattern, acceptable and exception ranges can be determined for any risk exposure of interest,
such as liquidity risks or credit concentrations, with exceptions being tracked and actioned,
as required.

The third pillar, portfolio manager risk-return awareness, ensures that portfolio managers
understand and are aware of the types and levels of risks they are taking. Risk managers estab-
lish a cadence of interaction with portfolio managers, including regularly scheduled reviews
of risk positioning and performance, as well as more informal conversations. The goal is
always to collectively understand risk positions in the context of current and expected mar-
ket conditions, assessing whether the risks are deliberate, diversified, and scaled appropriately.
Through these interactions, risk managers seek to build trusted relationships with portfolio
managers and form their own independent understanding of the investment process, allowing
them to constructively challenge portfolio managers, when necessary.
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The notion of an emotionally always cool and fully dispassionate portfolio manager is
more myth than fact. Over the past two decades, there has been a significant amount of
research into how human beings can systematically deviate from purely economically rational
decision-making. At BlackRock, some of these insights are incorporated into our risk manage-
ment process. Portfolio managers can and do benefit from insights from behavioral finance.
For example, combining the information provided in trade diaries with actual buy/sell deci-
sions helps to identify potential biases and determine plans for combatting behavioral blind
spots. There are also opportunities to improve portfolio manager performance by applying
related insights associated with physiological characteristics. Some BlackRock portfolio man-
agers voluntarily choose to wear Oura* rings, a biometric sensor, which sends output to a
BlackRock psychologist. Analyzing this data can help to identify when these portfolio man-
agers may not always be able to make the best decisions. Managing this may help to improve
their effectiveness.

The fourth pillar, performance attribution, seeks to understand the drivers of portfolio
performance. It turns out that while at 10,000 feet performance attribution seems a rather
straightforward analytical task, the reality is that it is often very difficult to execute reliably
with a high level of resolution. Attribution requires a reconciliation between portfolio actions,
statistical factor decomposition, and accounting profit and loss data.

Risk managers can utilize a variety of performance attribution approaches and analyt-
ical techniques to decompose returns. These techniques vary in terms of their operational
complexity, precision, and implied decision-making model. Brinson attribution identifies a
baseline and analyzes performance based on allocation and selection decisions, while
factor-based models are used to also attribute actual performance to underlying market
factors. Performance attribution can be used to better understand any number of aspects of
the investment process, including the following:

Consistency between the intended bets in a portfolio and the resulting performance
Consistency between the portfolio manager’s declared style and the resulting performance
Portfolio manager expertise and style

Decomposition of market impact from portfolio management decisions

The fifth pillar, performance analysis, measures portfolio performance relative to many
different benchmarks, such as similar investment mandates, benchmark indices, comparable
accounts, and peers’ performance. Performance analysis provides insight into the overall mar-
ket environment and competitive landscape, detailing information about the overall health
of a business. Having a performance measurement framework that is consistent, robust, and
transparent, lets measures of success be clear to all stakeholders. Important considerations
include whether performance is being evaluated gross or net of fees, consistency of share class
choice versus peers, and peer group definitions, which vary by vendor. Controlling the own-
ership of performance analysis at an investment manager is vital because there are necessarily
many actors who have extreme self-interests in how the outcomes are measured and reported.

Throughout the remaining first section of this book, each pillar will be discussed in detail,
including examples and exhibits to help illustrate the approaches and analytics, as part of
BlackRock’s comprehensive approach to investment risk management. As a reminder, most
of the examples are focused on fixed-income portfolios. However, many of the concepts can
be applied across other asset classes.
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NOTES

—_

Kristen Walters, Allison White, and Nikki Azznara significantly helped to develop this chapter.

2. As of September 2023, BlackRock’s model will change to employees working at least four days per
week in the office.

3. While the following chapters in this section of the book further develop the IRMP pillars, there is
not a one-to-one linkage between pillars and chapters. For instance, several chapters expand upon
the first pillar, ex ante risk measurement.

4. Oura Ring, 2023.
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2.1 INTRODUCTION

The price of a fixed-income security can be thought of as a function of many interdependent
systematic risk factors Fy, ..., F, and time:
P=P(F,.....F,.t) (2.1)
Parametric approaches to risk management investigate the price sensitivity of securities
and portfolios to each risk factor in isolation, with all others being fixed. This task can be
best understood by utilizing a Taylor series expansion of the price function around a point—a
widely used mathematical technique that provides insights into the local properties of com-
plex nonlinear relationships. Thus, if a function P(-) depends on a single variable x, the Taylor
series expansion can be used to approximate the behavior of its percentage changes around
an arbitrary point x, as follows:

P(x)—P(xg) 1 d_P _ 11 dz_P .
P(xg)  P(xp) dx O x0)+2! P(xg) Jgx2 (x—x0)" + ... (2.2)

where the value of all derivatives is computed at x;,.

In a multivariate setting (Equation 2.1), expression of the Taylor series expansion
becomes more complex because of the large number of possible interactions among
systematic sources of risk:

dP _ 1 oP 1 oP SR 9*P

— =) —-— -dF,+ = - —-dt — -dF;-dF, + ... 2.3

P ;P oF, TP o +;i=12.1> oF,-oF, 4N 23
Expressions of the form —113 3—5 are called partial durations. Option-adjusted duration, key

rate durations, volatility duration, spread duration, and prepayment duration (discussed later
in this chapter) are examples of partial durations of a security’s price with respect to different

L
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risk factors. The large number of partial duration measures is due to the many systematic
sources of market risk that can affect prices of fixed-income securities, along with the various
ways to define them. For instance, this chapter and the following chapter will demonstrate
that there are no significant conceptual differences between key rate durations and principal
components durations: they simply correspond to alternative ways to describe yield curve

dynamics. As far as dependency of prices on time (%) is concerned, it is customary in the

derivatives markets to directly compute such partial derivatives. Due to path dependency and
other intricacies of fixed-income securities with respect to their evolution through time, we
present this aspect of market behavior later in this chapter, not in terms of partial durations,
but within the borizon rate of return framework (Section 2.8).

With respect to the more traditional (or tractable) sources of market risk, imagination
and knowledge of financial markets are required to define an appropriate set of systematic
risk factors Fq, ..., F, so that risk management calculations are intuitive and computationally
feasible at the same time. In this chapter, a variety of ways to define systematic risk factors is
presented and the corresponding first-order terms of the Taylor series expansion (durations)
as well as second-order terms (convexities) are computed. The development and utilization
of metrics such as these align with the first pillar of BlackRock’s IRMP. First, the exposure
of portfolios and securities to directional movements in interest rates, the primary source of
risk in fixed-income markets, is analyzed.

2.2 MEASURING INTEREST RATE EXPOSURE: ANALYTICAL APPROACHES

2.2.1 Macaulay and Modified Duration and Convexity

Duration and convexity are the most widely used measures of interest rate exposure. They
are used by traders in hedging and relative value decisions, portfolio managers when placing
directional bets in portfolios relative to benchmarks, and clients and risk managers when for-
mulating guidelines and compliance rules that regulate how closely assets must be managed
against liabilities or portfolios against benchmarks. Performance attribution systems utilize
durations and convexities when determining if a security has under- or outperformed the
market. The first- and second-order terms of the Taylor series expansion are also important
back-testing tools used in the price discovery process. While in practice duration and con-
vexity are concepts specific to fixed-income, their analogs can be found in other markets as
well. The future valuation of fixed-income instruments depends on the evolution of interest
rates and other economic variables over time. Duration and convexity, measures of the price
sensitivity to changes in interest rates, are the fixed-income analogs of the “greeks” (delta
and gamma) widely used in the derivatives markets.

To derive duration and convexity, the price of a fixed-income security is assumed to be a
function of a single risk factor—yield-to-maturity (y):

P = P(y) (2.4)

Exhibits 2.1 and 2.2 present the price/yield functions of selected instruments? and demon-
strate that some of these relationships can be substantially nonlinear. As shown in these two
exhibits, the price functions of a hypothetical 30-year on-the-run (OTR) Treasury, a put on
a US Treasury future, and a swaption are convex while the price functions for a 4% MBS
coupon and a callable agency bond are moderately concave, or as conventionally known in
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the fixed-income world, negatively convex. Intuitively, this means that the price functions
exhibit substantially more downside price performance than upside. For example, as shown
in Exhibit 2.1, the price function of the 4% MBS coupon does not rally much as interest rates
fall, but drops in value substantially as rates rise. The reasons for this characteristic will be
discussed later in this chapter.

For a default-free, fixed-income instrument whose cash flows are contractually fixed,
do not have any embedded options, and do not depend on the future evolution of interest
rates and other risk factors, the price/yield function can be determined analytically. For
example, the relationship between the price of an N-year bond that pays fixed annual cash

flows CFy,...,CFy and its yield-to-maturity is implicitly given by the following simple
formula: N
CF
P= ! (2.5)
tzz] 1 +yy

where P is the current price, and v is the annually compounded yield-to-maturity. If the cash
flows of a security are not fixed and are a function of interest rates and other risk factors,
construction of the price/yield function entails solving the valuation problem. This involves
application of numerical methods, including building yield curves, specifying stochastic pro-
cesses that describe the future evolution of interest rates and other risks, valuing embedded
options, forecasting prepayments, if any, and so forth. Explicit construction of price/yield
functions for complex portfolios is known as interest rate scenario analysis and is discussed
in detail later in this chapter.

The need for a simple and intuitive measure of price sensitivity to changes in interest
rates resulted in the widespread adoption of the concept (concepts) of duration as a metric.
Modified duration, a measure of price sensitivity of a fixed-income security to changes
in its yield-to-maturity, is linked to the first-order term of the Taylor series expansion
(Equation 2.2). Modified duration is used to locally approximate the relationship between
the price P and yield-to-maturity y as a linear function. It is defined as the negative of the
percentage change in price, given a 100 basis point change in yield:

1dP

Modified Duration = _l_’d_y (2.6)

It is easy to see that for securities with deterministic cash flows, modified duration can be
derived analytically via Equations 2.5 and 2.6:

N

. | t- CF,
Modified Duration = Pty Z{ T1yy (2.7)

Equation 2.6 represents the way almost all market participants today interpret the
term “duration.” Originally, however, a slightly different exposure measure was developed.
Frederick Macaulay* is generally recognized as the first person to develop a formula that
quantifies interest rate exposure of fixed cash flow securities. His measure, which is referred
to as Macaulay duration (also known as unmodified duration), was defined as the average of
individual cash flows’ terms-to-maturity weighted by the present value of the corresponding

cash flows:®
N

4 1w t-CF,
M lay Duration = =
acaulay uration P tzzl

(1 +yy

(2.8)
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It can be verified, both empirically and analytically, that Macaulay duration is directly linked
to price volatility:® the larger the Macaulay duration, the more volatile the market price of
the bond. This measure is also intuitive because it implies higher price risk for securities
whose cash flows are concentrated farther in the future. Macaulay and modified durations
are obviously closely related:

Modified Duration = ﬂlTy) - Macaulay Duration (2.9)

It turns out that if the price of a fixed cash flow bond is written as a function of the
continuously compounded rather than annually compounded yield-to-maturity y¢:

N
P =) CF e (2.10)
i=1
the formula for Macaulay duration is exactly the same as that for modified duration:”
Macaulay Duration = ——ﬂ (2.11)
Pdyc

The straightforward verification of this fact is left to the reader.
As seen from Equations 2.2 and 2.6, modified duration enables the first-order approxi-
mation of the percentage change in price A?P for a given change in yield Ay:

ATP ~ —Modified Duration - Ay (2.12)

For example, if a bond’s modified duration is 10 years and interest rates rise by 100 basis
points, the bond loses about 10% of its value.?

The accuracy of the first-order approximation of the price/yield function depends on the
degree to which the function is convex or negatively convex (i.e., concave). Therefore, in
addition to the first term in the Taylor series expansion, the second term can be used to better
capture the shape of the price/yield function:

Convexity, the degree of interest rate exposure measured by the second-order term in the
Taylor series expansion in Equation 2.13, estimates the degree and direction of nonlinearity
of the price/yield function:

2
Modified Convexity = 14°P

Pl (2.14)

Similar to modified duration, modified convexity of fixed cash flow securities can be derived
analytically as well:

t-(t+1)-CF,
P. (1+y)ZZ (1+y)

Modified Convexity = (2.15)
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When used together, modified duration and modified convexity allow for a more precise
approximation of changes in price for a given change in interest rates:

ATP ~ —Modified Duration - Ay +

Modified C it
odified Convexity Ay

> (2.16)

Table 2.1 presents an example of the modified durations along with many other metrics for
the securities in a sample fixed-income portfolio.

Macaulay and modified durations and convexities were developed to provide more accu-
rate estimates of interest rate price sensitivity for instruments with deterministic cash flows.
This necessarily limits their relevance for securities with cash flow variability correlated to
interest rates. Thus, in order to attempt to compute something analogous to modified dura-
tion and convexity, stochastic cash flows would need to be presumed fixed and generated
using a predefined static interest rate scenario, which may lead to inadequate assessment of
exposure. In addition to that, by discounting cash flows using a single interest rate (Equation
2.5), modified duration and modified convexity assume that prices of fixed-income securi-
ties depend solely on changes in a single risk factor—yield-to-maturity. When computing
modified duration of a whole portfolio, it is therefore implicitly assumed that when interest
rates change, irrespective of the maturities of the individual securities, their yield-to-maturity
moves in the same direction and by the same amount.

Because of these limitations, the increasing complexity of fixed-income instruments cre-
ated a need to generalize modified duration and modified convexity in a number of important
ways:

1. Incorporation of knowledge about the term structure of interest rates

2. Ability to capture cash flow variability with respect to interest rates and other economic
variables

Extension of the modified duration methodology in the first dimension can be achieved
by modifying Equation 2.5 to discount cash flows of a fixed-income security using the appro-
priate spot rates’ rather than a single yield-to-maturity:

N

_ < E(CF)
P= Z{ Tiry (2.17)

where 7, is the annualized spot rate at time ¢, and expected cash flows E(CF,) are obtained
using a single hypothetical scenario that specifies evolution of interest rates and other risk
factors over time. In this setting, it is typically assumed that volatility of interest rates is zero;
interest rates evolve according to forward rates; and credit spreads, implied volatilities, and
other basis risks stay constant. Clearly, the “fair” value obtained via this valuation technique
may be different from that observed in the market because of the numerous assumptions built
into the generation of expected cash flows. To reconcile theoretical and empirical prices, prac-
titioners have introduced the concept of zero volatility spread (ZV0), defined as an additional
constant element of discounting (over the yield curve) that forces the “fair” value to equal

the market price:!°

b\ ECE)
market = Z{ (1 +7,+ZVOy

(2.18)



TABLE 2.1 Duration Comparison Report for a Sample Portfolio (as of 1/31/2020)

Mtg/
Mod Tsy Vol Spd KRDB KRDB KRDB KRDB
Security Description Price Coupon Maturity Strike Dur OAS OAD OAC Dur Dur Dur 2YR 5YR 10YR 30 YR
Treasury Bonds
OTR 2YR 2 100.09  1.375 1/31/2022 1.96 -1.66 1.97 0.05 0.00 1.96 0.01 0.00  0.00
OTR 5YR 5 100.23  1.375 1/31/2025 4.81 -1.72 483 026 0.00 0.03  4.80 0.00  0.00
OTR 10YR 10 102.09 1.75 11/15/2029 8.97 0.09 897 0.89 0.00 0.05 1.10 7.83  0.00
OTR 30YR 30 108.08  2.375  11/15/2049 21.66 —6.50 21.31 5.66 0.00 0.06 0.68 3.56 17.01
Treasury Futures
US 10YR NOTE MAR 20 TY 20-MAR-  100.00 3/20/2020 =31 8.38 0.6 0.07  8.31
2020
US LONG BOND MAR 20 US 20-MAR-  163.53 3/20/2020 0 1225 1.82 0.09 1 1115
2020
Callable Agency Bonds
FHLB 2.0 20-FEB-2025 100.00  2.00 2/20/2025 4.74 97 1.06 -3.33 0.01 0.98 0.29 0.77
Option on Future
MAR20 TUHOC @ 106.25 TU 21-FEB- 1.93 2/21/2020 106.25 0 0 102.59
2020
Interest Rate Swap
SWP: USD 3.167500 09-SEP-2023 IRS 3.17 71912023 3.35 0.14 0 -0.02  3.37
German Government Bond Future
EURO-BUND MAR 20 RX 06-MAR- 175.04 3/6/2020 0 8.97 0.85 2.92 6.06
2020
(Continued)
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TABLE 2.1 (Continued)

Mtg/
Mod Tsy Vol Spd KRDB KRDB KRDB KRDB
Security Description Price  Coupon Maturity Strike Dur OAS OAD OAC Dur Dur Dur 2YR S5YR 10YR 30YR

IG Credit
AMERICAN EXPRESS COMPANY T2 107.94  3.63 12/5/2024 445 142 4.4 0.21 0 442 0.09 4.31
3.625 05-DEC-2024 (SUB)
HY Credit
NINE ENERGY SERVICE INC 8.75 84.38 8.75 11/1/2023 3.01 1340 3.13  0.13 0 315 024 289
01-NOV-2023 144a (SENIOR)
Agency MBS
UMBS 30YR TBA CASH 4.0 104.45  4.00 4/25/2049 1.93 88 1.73 -0.96 1.73 0.02 236 0.76 0.82 0.16  —0.01
Agency CMBS
GNMA_16-113-10 1.1524 16-FEB- 827 115 2/16/2058 3.61 284 427 0.38 428 0.51 1.95 1.72 0.09
2058
Non-Agency CMBS
JPMBB_14-C22-XA 0.83511 15-SEP- 326  0.84 711512047 172 190 198 0.06 1.98 0.77 1.21
2047
ABS Credit Card
NDFT_17-1-C 2.15338 15-JUL-2025 100.11  2.56 7/15/2020 0.04 114 004 0 0.44 0 0.44 0.04
Reg-S

Source: BlackRock Aladdin, January 31, 2020.
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2.2.2 Option-Adjusted Framework: 0AV, OAS, OAD, OAC

Modified duration and convexity presume that cash flows of fixed-income instruments are
deterministic, do not have any embedded options, and are independent of the future evolution
of interest rates and other risk factors. For many types of securities, these assumptions are not
realistic. For instance, cash flows of a mortgage-backed security depend on the borrowers’
decision to prepay all or part of their mortgage loans early, while some of the cash flows of
callable corporate and agency bonds may not occur if these bonds are called. Thus, durations
and convexities for many securities cannot be computed analytically and require application
of numerical methods. Development of the price sensitivity measures that are applicable to
all fixed-income securities has been conceptually challenging. Before an operationally fea-
sible methodology could be created, a number of important developments needed to take
place. First and foremost, numerical computation of durations and convexities for complex
portfolios was contingent on the ability to reverse-engineer derivative fixed-income securities,
including collateralized mortgage obligations, asset-backed and mortgage-backed securities,
commercial mortgage-backed securities, construction and project loans, futures, options, and
so forth. Second, this methodology required dramatic advances in computational technology
as well as breakthroughs in option pricing theory, numerical methods, as well as interest rate,
yield curve, and prepayment modeling.

Option-adjusted measures—option-adjusted value (OAV), option-adjusted spread (OAS),
option-adjusted duration (OAD), and option-adjusted convexity (OAC)—are an important
generalization of the modified duration methodology. A rigorous description of option-
adjusted spread methodology, which is a valuation rather than a risk management technique,
is beyond the scope of this book.!! The purpose of this section is to give an overview of the
concepts underlying the OAS framework and study their applications to risk management.

By explicitly modeling the embedded options and other cash flow uncertainties across
a large number of hypothetical interest rate environments, the accuracy of factor exposure
metrics improved meaningfully. Among other things, implementation of the option-adjusted
methodology involved:

® Obtaining the terms and conditions regarding the way a security is structured

= Estimating and parameterizing yield curves

® Specifying the appropriate option valuation models, econometric prepayment models,
stochastic processes that describe the evolution of interest rates and other systematic
basis risks over time.

In the option-theoretic sense, option-adjusted value (OAV) is simply the expected value of
a fixed-income security. It is defined as the mathematical expectation of the discounted future
cash flows given the assumption about the future evolution of interest rates and other system-
atic sources of risk. By virtue of requiring the specification of the current economic environ-
ment in addition to conjectures about future behavior of risk factors, OAVs of fixed-income
securities are market-state dependent: even if assumptions remain unchanged, theoretical
values of instruments may vary dramatically with changes in the market environment.

The methods by which OAV is computed depend on the security type. The following are
typical choices used by practitioners, although many instruments can be effectively valued
using a variety of alternative approaches:

® For path-dependent instruments, including mortgages, mortgage derivatives, and cer-
tain OTC options, OAVs are ordinarily computed by sampling interest rate trees using



20 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

Monte Carlo simulation. A large number of interest rate scenarios or paths are created
using random number generators or via stratified sampling (pseudo-random number gen-
eration) techniques. For each interest rate path, the present value of the corresponding
cash flow is determined using the path-specific spot curve. OAV, which is computed as
the average of pathwise prices, is a summary measure that encompasses a vast amount
of information. While the entire distribution of pathwise prices can be analyzed directly,
it is capable of providing only limited insights.

® To determine OAVs for path-independent, option-bearing securities (e.g., callable bonds,
interest rate caps, floors), backward induction is typically used to value the option on
every node of an interest rate tree, capturing a large number of possible interest rate
environments generated by the interest rate model. The advantage of backward induction
over Monte Carlo simulation lies in substantially faster computations. This method is also
not subject to the same type of statistical imprecisions inherent in sampling of interest
rate processes.

® When computing OAVs for interest rate swaps, floating rate notes, and other securities
whose cash flows are option-free and path-independent but interest rate dependent, the
future evolution of interest rates first needs to be forecasted (via forward rates or other-
wise). Given a conjecture about the future behavior of interest rates and other risk factors,
cash flows are determined and subsequently discounted using the appropriate spot rates,
arriving at OAV of an instrument.

® OAVs for short-term European options are typically computed using the analytical
Black-Scholes-Merton formula or its variants. !

The analytical values of fixed-income securities may often differ from market observed
prices. At least three alternative interpretations of this phenomenon exist. The first is pretty
simple—money talks and nobody walks—meaning that the price that one can actually exe-
cute is always the final arbiter of value. A second interpretation is that this discrepancy is
caused by the inability of theoretical valuation models to fully account for the information
contained in market prices due to the numerous assumptions and econometric estimation
inaccuracies inherent in these models. Another school of thought interprets the difference
between OAV and observed market prices as market risk premia embedded in market prices
and not captured by theoretical valuation models.!? A risk premium can be thought of as
excess return demanded by investors as compensation for the perceived excess risk of holding
a security. It combines market sentiment toward systematic asset class-specific risks as well as
idiosyncratic security-specific risks. For instance, the risk premia of noncallable US Treasuries
(that are option- and default-free) measure the cost of liquidity and financing assumptions.
On-the-run issues exhibit different behavior from virtually identical off-the-run securities;
their risk premia are generally negative.'* For option-free fixed rate corporate bonds, risk pre-
mia reflect market sentiment toward credit risk in general, technical conditions, assessment of
the issuer’s creditworthiness, likelihood of credit quality deterioration or default and implicit
forecast of recovery rates in the event of a default. For default-free generic mortgage-backed
securities, risk premia quantify the market’s sentiment toward credit risk in general, technical
conditions, uncertainty with respect to the valuation of the underlying prepayment options,
and implied volatility risks.

Option-adjusted spread (OAS) can be thought of as the risk premium associated with
holding a fixed-income security. OAS reconciles a theoretical model’s assessment of fair price
and the empirically observed market price. The concept of OAS is best illustrated via a security
that employs Monte Carlo simulation to construct a large number of interest rate paths, each
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corresponding to a stream of future cash flows (CF,;). OAS is defined as a constant spread
over the path-specific spot curve (r;,) that equates the model-based OAV to the market price:

Flt

(1 +7,, + OASY (2.19)

M=

K
1
market = E ;1

where K is the number of interest rate paths employed in Monte Carlo simulation, CF;, and
7;, are the cash flow and the spot rate, respectively, corresponding to the i-th path, and N is
the maximum possible number of cash flows.

Option-adjusted spreads provide some basis for comparison of securities within and
across asset classes. They can be used in risk management or as relative value metrics. For risk
management, unexpected changes in OAS is an important risk factor. In portfolio manage-
ment and trading, if two otherwise seemingly similar securities have different OASs, relative
value judgment might drive an investor to go long on the security with the higher OAS.
Option-adjusted spreads!® of securities in a sample portfolio are presented in Table 2.1.
Notice that while OASs are positive for the vast majority of securities in the sample portfolio,
they can also be negative for certain security types. Examples of instruments with negative
OAS include on-the-run government securities in the United States.

Once OAS is determined, option-adjusted duration (OAD) and option-adjusted convex-
ity (OAC) can be computed. These measures of interest rate exposure constitute an important
generalization of the modified duration methodology introduced earlier in this chapter.
As demonstrated next, by using the OAS methodology when computing price sensitivi-
ties, option-adjusted risk measures capture many important properties of fixed-income secu-
rities, including various cash flow uncertainties and path dependencies. Recall that modified
duration was defined in Equation 2.6 as the negative of the percentage change in price, given
a 100 basis point change in yield-to-maturity. This concept was developed with option-free
securities in mind and is not generally applicable to instruments with cash flow uncertainty.
For this reason, the option-adjusted framework departs from analyzing price sensitivity
in terms of yields. Instead of assuming that prices are functions of yields-to-maturity on
individual securities, it presumes that changes in prices are caused by parallel shocks to the
term structure of spot rates (r):

P =P®) (2.20)

By redefining the term change in interest rates, the option-adjusted methodology intro-
duces a more generalized analytical framework while preserving the simplifying assumption
that price fluctuations of fixed-income securities are primarily driven by a single systematic
interest rate risk factor.'® Option-adjusted duration is defined as follows:

1dP
OAD = —=— 2.21
P dr ( )

where dr is a parallel spot curve shock. It must be noted, however, that despite being the
most widely used one-factor risk management model, approximating yield curve dynam-
ics with parallel shocks is not the most historically plausible alternative. Later in this book
(Chapter 3), we use principal components analysis to construct more empirically accurate
representations of yield curve movements.
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To illustrate the numerical computation of OAD, it is convenient to rewrite Equation
2.21 as follows:

OAD = 7 lim — (2.22)

When calculating OAD in practice using Equation 2.22, the following discretization is
generally used:

Pu -P n

OAD = _ L — down

2.2
P 2.Ar (2.23)

where P, and P, are OAVs directly recomputed by shifting the entire spot curve up and
down, respectively, by a small parallel shock Ar and keeping option-adjusted spread constant.

Similar to modified duration (Equation 2.12), OAD can be used to approximate price
changes resulting from small parallel yield curve movements:

A?P ~ —OAD - Ar (2.24)

Depending on the security type, the size of the interest rate shock Ar used in Equation
2.23 may influence OAD estimates. This should be intuitive because the larger the shock,
the more nonlinearity of the price function is captured when computing OAD. Table 2.2
illustrates the effect of different shock sizes on OAD estimates.

Similar to modified convexity, option-adjusted convexity (OAC) is linked to the
second-order term of the Taylor series expansion:

2
oac=1dP (2.25)
P g2
and can be computed using the following discretization:
Py + Py =2 P
OAC= L™ d (2.26)

Table 2.1 presents OADs and OACs of securities in a sample portfolio.

When computed via option-adjusted spread methodology, duration estimates are
relatively stable for the majority of fixed-income securities. However, OACs, being the
second-order effects, are more difficult to measure accurately. Although in theory they can be
computed by shocking the yield curve infinitesimally in either direction via Equation 2.26,
this type of analysis depends, to a greater extent than duration, on the size of the spot curve
shock. Too small a shock may lead to unstable estimates due to modeling limitations (e.g.,
valuation issues related to the discretization of continuous-time interest rate processes). Too
large a shock may lessen the accuracy of duration estimates and may cause undesirable
effects due to interest rate and prepayment models. Both too small and too large a shock may
result in unreliable and unstable convexity estimates. These effects are greatly exacerbated
by the optionality embedded in the security, especially if backward valuation is used.

By sampling interest rates above and below the current level and computing P,,,, and Py,
(Equations 2.23 and 2.26), option-adjusted durations and convexities implicitly assume that
irrespective of the direction of interest rates, comparable interest rate shocks of opposite
signs cause comparable (in absolute value) changes in prices. However, this conjecture is not
entirely correct for the so-called cuspy securities—those characterized by highly asymmetric



TABLE 2.2 Effect of Parallel Shock Size on OAD Estimates (as of 1/31/2020)

Shock Size 12-Year Callable Agency 30-Year 30-Year 30-Year 30-Year 30-Year 30-Year
(Basis Points) Corporate CMO MBS 2.5% MBS 3.0% MBS 3.5% MBS 4.0% MBS 4.5% MBS 5.0%
0 8.38 5.87 5.32 2.53 2.61 3.36 2.40 2.70
N 8.38 6.40 5.41 2.61 2.68 3.40 2.44 2.74
10 8.38 6.92 5.50 2.69 2.75 3.45 2.48 2.78
15 8.38 7.43 5.59 2.78 2.82 3.50 2.52 2.83
20 8.38 7.93 5.69 2.88 2.90 3.56 2.56 2.87
25 8.38 8.43 5.78 2.98 2.98 3.61 2.61 2.92
30 8.37 8.92 5.88 3.07 3.06 3.67 2.65 2.96
35 8.37 9.39 5.96 3.16 3.13 3.72 2.70 3.01
40 8.37 9.85 6.04 3.25 3.21 3.77 2.74 3.05
45 8.37 10.32 6.11 3.35 3.28 3.82 2.78 3.09
50 8.36 10.82 6.19 3.44 3.36 3.87 2.83 3.14

Source: BlackRock Aladdin, January 31, 2020.
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price sensitivities to changes in interest rates (e.g., at-the-money European options that are
close to expiration). In such cases, it can be useful to compute one-sided option-adjusted
measures:

1 Pup -P
AD, = ————— 2.27
OAD,, P Ar ( )
1P- Pdown
OAD =" 2.28
down P Ar ( )

where, as before, P is the current price, and P,, and Py, are option-adjusted values directly
recomputed by shifting the entire spot curve by a small parallel shock Ar and keeping OAS
constant. One-sided option-adjusted convexities can be computed in a similar fashion as well.

As compared to modified durations and convexities, option-adjusted measures have clear
advantages because they explicitly model options and other cash flow uncertainties embedded
in a security and account for its path-dependency and other characteristics. These measures
are relatively accurate predictors of future price movements when yield curve movements are
small. Needless to say, option-adjusted measures are computationally intensive, especially for
complex path-dependent securities, and are sensitive to the assumptions underlying prepay-
ment and interest-rate models. From now on, unless stated otherwise, we will use the terms
duration and option-adjusted duration as well as convexity and option-adjusted convexity
interchangeably.

The aggregate option-adjusted duration and convexity of a fixed-income portfolio is com-
puted as a weighted average of the durations and convexities, respectively, of the individual
securities. The weight applied to each instrument’s OAD (or, for that matter, OAC) depends
on the asset type and is constructed to reflect the actual market exposure to a given system-
atic risk factor. For non-notional securities, the weight is simply the current market value of
the security divided by the total market value of the portfolio. By convention, for notional
securities (swaps, forwards, and futures), the weight is a function of the notional amount,

the current price, and the premium paid, if any. Thus, the weight applied to parametric risk
(1+P)-Notional Value
MV

ortfolio

$1 of notional and M mefoh-: isf the total market value of the portfolio. For futures and for-

P-Notional Value
MVpurtfolio

be used for many derivatives as well, it breaks down for swaps with a market value of zero.

Therefore, the method that utilizes notional values is more general.

Recall that the OAS of a security can sometimes be thought of as a measure of the risk
premium demanded by the market for holding a particular security. In OAD and OAC calcu-
lations (Equations 2.23 and 2.26), the securities’ OAS is usually kept unchanged when prices
P,, and Py, are recomputed by the valuation model. Therefore, typical formulations of the
option-adjusted framework make an implicit assumption about the absence of spread direc-
tionality, the lack of a relationship between changes in interest rates, and changes in OAS.
While this dependency is not always stable, in many market environments, changes in credit
spreads are inversely affected by changes in interest rates.!” Similar to ignoring dependency
of changes in spreads on changes in interest rates, many option-adjusted spread models also
do not capture the relationship between implied volatility and interest rates (volatility skew).
Since implied volatility is a function of the in-the-moneyness of the option embedded in a
security, implied volatility should change instead of being kept constant when interest rates
are shocked and prices are recomputed.

measures on swaps is where P is the current market price of the swap per

ward contracts, the weight is . While the approach based on market values can
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2.2.3 Dynamic Nature of Local Risk Measures: Duration and Convexity Drift'®

Option-adjusted duration and option-adjusted convexity measure the price sensitivity of
fixed-income securities to parallel changes in spot rates. Because OAD and OAC are linked
to the first- and second-order terms, respectively, of the Taylor series expansion of the price
function, they are, in the language of mathematics, local measures of risk. Thus, the actual
accuracy of approximating price changes using duration and convexity (Equation 2.16)
depends on the nonlinearity of the price/yield function. While accurately predicting price
movements for small interest rate shocks, OAD and OAC alone may not be adequate for
approximating highly nonlinear price/yield functions when changes in interest rates are
large. Interest rate scenario analysis, studied in the following section, provides a direct
way to illustrate the locality of duration and convexity. As a useful exercise, the reader
is encouraged to use OAD and OAC (Table 2.1) to approximate prices corresponding to
the various changes in interest rates and then contrast them with the corresponding OAVs
computed directly (see Table 2.4).

The locality of OAD and OAC can be directly measured by duration and convexity
drifts—dependencies of these measures on interest rate movements. Effective hedging requires
an understanding of the importance of duration drifts. Since duration hedging is one of the
most common methods of managing interest rate exposure, OAD drift estimates the expected
mismatch in duration between a portfolio and its hedges if interest rates change. Thus, mea-
suring duration drift is a simple and effective approach to estimating costs associated with
rebalancing of hedges. Of course, most of the impact of duration drift can be captured by the
timely recomputation of a portfolio’s analytics. In most cases, daily updating of duration esti-
mates should suffice, but ideally analytics are recalculated in near real-time. However, since
interest rates are known to gap from time to time, analyzing in advance what could happen
and designing hedges that are resilient to that possibility creates the most resilient hedge.

Duration drift is defined as the negative of the first derivative of duration with respect to
changes in interest rates. It is an estimate of the change in OAD for a 100 basis point parallel
change in spot rates, that is:

dOAD

OAD Drift = - 292D (2.29)
dr

where dOAD is the change in OAD and dr is a parallel shift in the spot curve. Convexity drift
is defined in a similar fashion:

OAC Drift = —d%ﬂ (2.30)
r

Positive duration drift is a desirable characteristic of a long position in a security since
its duration will increase as markets rally, thereby earning itself “over performance.” Like-
wise, as markets sell off, a security with a positive duration drift exhibits shortened duration,
reducing the risk of losses if markets sell off even further. In hedging, positive duration drift
is a desirable property of the hedged portfolio as well. Typically, due to the mismatch in
duration drifts between a portfolio and its hedges, rebalancing is required when the inter-
est rate environment changes. Assuming that the hedged portfolio with a positive duration
drift is originally duration neutral, a market rally will result in a lengthening of its duration,
and therefore rebalancing will imply selling securities at higher prices. Conversely, if mar-
kets sell off and duration of the hedged portfolio becomes negative, rebalancing will require
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purchasing supplemental hedges at lower prices. Having this additional protection against
adverse market movements, securities with positive duration drift will usually imply a give-up
in carry.’’

The derivation of expressions for duration and convexity drifts is straightforward. Dif-
ferentiating duration (Equation 2.21) with respect to changes in interest rates gives:

dOAD _ 1d2P | 1 dPdP

=—-4 4 4 2.31
dr P drr  P2drdr ( )
resulting into the following expression for duration drift:
OAD Drift = —d(ziﬂ = OAC — OAD? (2.32)
r

Duration drift is a function of both OAD and OAC.?°

The duration drift of a noncallable Treasury security is always positive, regardless of the
interest rate environment. The duration drift of callable corporate agency bonds and generic
mortgage-backed securities (MBS) are typically negative. However, as shown in Table 2.3,
rising rate interest rate shocks may result in the duration drifts of currently callable corporate
agency bonds becoming less negative. This happens because when rates rise dramatically,
the call options embedded in corporate bonds becomes deep out-of-the-money, making its
risk characteristics similar to those of a fixed cash flow security. Conversely, as rates fall
sharply, the price of the currently callable corporate bond approaches the present value of
its cash flows-to-call. Thus, until that point, its duration drift becomes increasingly negative
due to declining convexity. After that point in the face of a further rally, the duration drift
starts increasing, finally approaching zero when the call option becomes deep in-the-money.
Similar to the case of callable corporate agency bonds, when the prepayment option of a
current coupon mortgage-backed security is deep out-of-the-money, this leads the duration
drift of this MBS to resemble that of a fixed cash flow security. In persistently low interest rate
environments, MBS that have been exposed to extensive refinancing opportunities become
much less sensitive to changes in interest rates as the propensity to prepay “burns out.” This
results in their duration drifts becoming less negative and, finally, slightly positive. Table 2.3
illustrates these points numerically by presenting duration drifts of selected securities.

Convexity drift is difficult to estimate accurately since it requires the computation of the
third-order term of the Taylor series, which is even more difficult to measure precisely than
convexity. Similar to the problems with stability and intuitiveness of convexity estimates, the
accuracy of convexity drifts worsens with increasing optionality and depends substantially
on the size of the utilized yield curve shift. Also, just like durations and convexities, their
drifts are first-order approximations and may not be accurate predictors of the actual price
behavior when changes in interest rates are large.

2.2.4 Interest Rate Scenario Analysis

Interest rate scenario analysis directly measures the price sensitivity of fixed-income securities
to changes in interest rates. As opposed to duration and convexity, which make various local
approximations of the price/yield function, interest rate scenario analysis better sketches out
its analytical shape using numerous direct revaluations (Exhibits 2.1 and 2.2).

Typically, interest rate scenario analysis investigates the price dependency of fixed-income
securities to parallel changes in yield or the spot curve. First, a set of instantaneous interest
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TABLE2.3 Duration Drifts of Selected Securities in Various Interest Rate Environments (as of

1/31/2020)
Base Parallel Interest Rate Shock (Basis Points)
OAS
(bp) —-150 —-100 —50  Base 50 100 150
US Treasury OAV 0 107.86 107.86 106.40 101.75 97.28 93.02 88.97
OAD 9.04  9.04 9.03 8.98 8.94 8.89 8.84
OAC 0.91 0.91 090 090 0.89 0.88 0.87
Duration Drift 0.09 0.09 0.09 0.09 0.09 009 0.09
Callable OAV 1 100.08 100.08 100.08 100.00 99.61 99.17 98.73
Agency OAD 049 049 049 060 087 090 0.89
OAC -0.53 -0.53 -0.53 -0.81 -0.15 0.01 0.01
Duration Drift -0.53 -0.53 -0.53 -0.81 -0.16 0.00  0.00
Generic MBS OAV 34 104.72 104.78 104.96 104.39 103.30 101.88 100.13
OAD 1.24 1.23 1.34 1.80 242 311 3.79
OAC -0.39 -0.40 -0.56 -1.13 -1.29 -129 -1.17
Duration Drift -0.40 -0.42 -0.58 -1.16 -1.35 -1.39 -1.31
Investment- OAV 59 109.73 109.73 109.73 107.94 105.58 103.27 101.02
Grade Bond* OAD 4.44 4.44 4.44 4.43 4.41 4.40 4.38
OAC 0.23 0.23 0.23 0.23 0.23 0.23 0.22
Duration Drift 0.03 0.03 0.03 0.03 0.03 0.03 0.03
CMBS OAV 41 120.37 120.37 119.40 115.28 111.30 107.48 103.81
OAD 7.06  7.06  7.05 7.01 6.97  6.93 6.89
OAC 0.58 0.58 0.58 0.57 0.57 0.56 0.56
Duration Drift 0.08 0.08 0.08 0.08 0.08 0.08 0.08

Source: BlackRock Aladdin, January 31, 2020.
Note: “The Investment-Grade Bond is a non-callable bond.

rate scenarios is specified. Examples in this chapter use parallel spot curve shocks of 0, +25,
+50, +£75, +100, and +150 basis points.2! OAVs corresponding to each interest rate scenario
are then computed using a valuation model. This is similar to the computation of P, and
P joun in Equation 2.23 (OAD) and Equation 2.26 (OAC). Results of the interest rate scenario
analysis of securities in a sample portfolio are presented in Table 2.4. Note, once again, that
price/yield functions of fixed-income securities with embedded options can be substantially
nonlinear.??

Interest rate scenario analysis does not necessarily have to use parallel spot curve shocks.
For instance, it could just as easily be performed using parallel shocks to the par curve. In the
next chapter, we study other approaches to interest rate scenario analysis that use principal
components and other nonparallel interest rate shocks. It must be noted that since evolution
of securities through time is ignored by the traditional interest rate scenario analysis formu-
lations, some results can be misleading. For instance, due to the rapid decay of embedded
options, rolldown, and carry, the actual performance of fixed-income securities in various
interest rate environments can be substantially different from that predicted by interest rate
scenario analysis, which uses instantaneous interest rate shocks. Later in this chapter (Section
2.8), the horizon rate of return framework is used to present a more generalized approach
to interest rate scenario analysis. This will allow the simultaneous exploration of the price



TABLE 2.4 Interest Rate Scenario Analysis Report for a Sample Portfolio (as of 1/31/2020)

Option-Adjusted Values for Various Parallel Rate Shocks

Security Description Coupon  Maturity Strike =150 —-125 -100 =75 =50 =25 0 25 50 75 100 125 150
Treasury Bonds
OTR 2YR 1375 1/31/2022 100.80 100.80 100.80 100.80 100.80 100.76 100.27 99.77 99.28 98.80 98.32 97.84 97.36
OTR 5YR 1.375 1/31/2025 102.61 102.61 102.61 102.61 102.61 101.56 100.34 99.14 97.95 96.78 95.63 9449 93.36
OTR 10YR 1.75 11/15/2029 114.82 114.82 114.82 114.49 112.03 109.56 107.11 104.72 102.40 100.13 97.91 95.75 93.64
OTR 30YR 2375 11/15/2049 157.62 150.61 142.91 135.38 128.16 121.31 114.86 108.83 103.19 97.91 92.96 88.33 83.99
Treasury Futures
US 10YR NOTE MAR 3/20/2020 105.16 105.16 105.16 105.16 104.22 102.12 100.00 97.92 95.88 93.88 91.91 89.97 88.07
20 TY 20-MAR-
2020
US LONG BOND MAR 3/20/2020 186.42 186.42 183.89 178.99 173.83 168.63 163.53 158.62 153.88 149.31 144.91 140.67 136.58
20 US 20-MAR-2020
Callable Agency Bonds
FHLB 2.0 20-FEB-2025 2.00 2/20/2025 100.20 100.20 100.20 100.20 100.20 100.17 100.00 99.63 99.01 98.21 97.30 96.31 95.29
Option on Future
MAR20 TUHOC @ 2/21/2020 106.25 246 246 246 246 246 243 193 144 096 0.54 023 0.07 0.01
106.25 TU
21-FEB-2020
Interest Rate Swap
SWP: USD 3.167500 3.17 71912023 12.21 1223 1226 1228 1230 11.48 10.60 9.68 8.77 7.86 6.97 6.09 5.21
09-SEP-2023 IRS
German Government Bond
Future
EURO-BUND MAR 20 3/6/2020 175.04 175.04 175.04 175.04 175.04 175.04 175.04 171.16 167.37 163.67 160.06 156.53 153.08
RX 06-MAR-2020
1G Credit
AMERICAN EXPRESS 3.63 12/5/12024 110.04 110.04 110.04 110.04 110.04 109.15 107.94 106.76 105.58 104.42 103.28 102.14 101.02

COMPANY T2 3.625
05-DEC-2024 (SUB)
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HY Credit
NINE ENERGY
SERVICE INC 8.75
01-NOV-2023 144a
(SENIOR)

Agency MBS
UMBS 30YR TBA
CASH 4.0

Agency CMBS
GNMA_16-113-10
1.1524 16-FEB-2058

Non-Agency CMBS
JPMBB_14-C22-XA
0.83511
15-SEP-2047

ABS Credit Card
NDFT_17-1-C 2.15338
15-JUL-2025 Reg-S
Non-Agency MBS
ALM_15-16A-A2R
3.33125 15-JUL-
2027 144a

Total

8.75

4.00

1.15

0.84

2.56

3.33

2.81

11/1/2023

4/25/12049

2/16/2058

711512047

7/15/2020

4/15/2024

85.33

105.03

8.52

3.29

100.14

64.03

85.33

105.06

8.52

3.29

100.14

64.03

85.33

105.13

8.52

3.29

100.14

64.03

85.33

105.21

8.50

3.29

100.14

63.98

85.33

105.18

8.44

3.29

100.13

63.73

85.06

104.87

8.35

3.28

100.12

63.27

84.38

104.45

8.27

3.26

100.11

62.50

83.70

103.98

8.18

3.25

100.10

61.78

83.03

103.42

8.09

3.23

100.10

61.07

82.37

102.77

8.01

3.21

100.09

60.37

81.72

102.05

7.93

3.20

100.08

59.66

81.07

101.25

7.85

3.18

100.07

58.96

80.42

100.38

7.77

3.17

100.06

58.26

Source: BlackRock Aladdin, January 31, 2020.
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sensitivity of fixed-income securities to changes in interest rates as well as to the passage
of time.

2.3 MEASURING INTEREST RATE EXPOSURE: EMPIRICAL APPROACHES

2.3.1 Coupon Gurve Duration

Coupon curve duration (CCD) seeks to estimate the price sensitivity of mortgage-backed
securities (MBS) to changes in interest rates using an approach very different conceptually
from the previously described analytical measures of interest rate exposure. They are perhaps
the simplest durations to calculate since they are solely based on the coupon curve, the price
dependency of MBS of the same agency and term on the coupon. Coupon curves of generic
30-year Ginnie Mae (GNMAII) MBS and Uniform Mortgage-Backed Securities (UMBS) are
presented in Exhibit 2.3.23

Similar to other interest rate duration measures, CCD is defined as the negative of the
percentage change in price, given a 100 basis point change in interest rates (Equation 2.21)
and is computed using the generic duration formula (Equation 2.23). However, the differ-
ence between CCD and other interest rate durations lies in the determination of P, and
P 4own»> which are derived directly from market prices as opposed to being computed by a
valuation model such as OAVs. The rationale behind CCD is based on the “similarity” of
mortgage-backed securities of the same agency and term in all risk characteristics (credit
quality, types of underlying pools, origination guidelines, etc.) but one—coupon. When refer-
ring to the in-the-moneyness of the embedded prepayment option, it therefore can be thought
that if interest rates increased by 50 basis points, the price of a 3.5% MBS should become
equal to that of a 3.0% MBS. Conversely, if interest rates decreased by 50 basis points, the

Agency
® GNMAII
® UMBS

106 /
105 /

104

103 //7

102 .//

101

25 3.0 3.5 4.0 4.5 5.0
Coupon (%)

107

Price ($)

EXHIBIT2.3 Coupon Curves of Generic 30-Year MBS (as of 1/31/2020)
Source: BlackRock Aladdin, January 31, 2020.
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Agency
® GNMAII
60 ® UMBS
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30 ./{ —
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Coupon (%)

EXHIBIT2.4 OAS Curves of Generic 30-Year MBS (as of 1/31/2020)
Source: BlackRock Aladdin, January 31, 2020.

70

OAS (bp)

price of a 3.5% MBS should become equal to that of a 4.0% MBS. Applying this logic to P,
and P, in Equation 2.23 yields:

1 P30—Pup

CCD; 5 = —
357 P 2-0.005

(2.33)

where P3, P55, and P, are the current prices of 3.0%, 3.5%, and 4.0% MBS, respec-
tively. Since coupons are assumed to be 50 basis points apart, a .0035 is in the denominator.
CCDs of generic 30-year mortgage-backed securities are presented in Table 2.5. Furthermore,
Exhibit 2.4 shows OAS curves for generic 30-year mortgage-backed securities.

CCDs are obviously a crude and simplistic metric, but they can be a useful tool in recon-
ciling analytical measures of exposure with the market’s perception of exposure, as reflected
in prices of liquid mortgage-backed securities. However, CCDs are only effective when mea-
suring exposure of fairly generic and homogeneous MBSs that are well priced and have similar
weighted-average maturities. Extending this approach to other fixed-income asset classes is
difficult since identifying groups of instruments that are “similar” in all risk dimensions but
one (coupon) is rare.

2.3.2 Empirical (Implied) Duration

As an alternative to computing parametric risk measures by theorizing valuation mechanisms,
econometric methods can be used to statistically estimate the price sensitivity of fixed-income
securities to a variety of systematic risk factors. Measures of interest rate exposure obtained
via applied statistical modeling techniques have come to be known as empirical or implied
durations.?* While econometrically sophisticated empirical duration formulations can be
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envisioned, this section illustrates this concept using the simplest and most straightforward
approach. Like coupon curve duration, empirical duration seeks to estimate the interest rate
exposure through information revealed by market prices and yields. These two methodolo-
gies are also similar, as they do not rely on the numerous assumptions built into interest
rate, yield curve, and prepayment models. However, in contrast to CCD, empirical dura-
tion uses a bistorical time series of prices and changes in yields rather than current mar-
ket data.

Empirical duration methodologies typically employs regression analysis. As opposed to
analytically computing the first derivative of the price function with respect to yield, the
statistical relationship between the dependent variable (percentage changes in prices) and the
independent variable (changes in interest rates) is estimated. As mentioned before, the term
change in interest rates can be defined in many different ways. Thus, modified duration char-
acterizes changes in interest rates as changes in yield-to-maturity of option-free bonds. OAD
represents changes in interest rates as parallel movements in the spot curve. Empirical dura-
tion can be defined as the negative of the slope of the regression line of a bond’s percentage

changes in price (AFP> with respect to changes in its yield-to-maturity (Ay):

A?P = a — Empirical Dur - Ay + ¢ (2.34)
where ¢ is the normally distributed error term. For the majority of fixed-income instruments,
the intercept a is typically statistically insignificant in virtually all market environments.
Notice the similarity of Equation 2.34 with Equation 2.12 (modified duration). Obviously,
Equation 2.34 represents the simplest possible formulation of empirical duration. While other
formulations exist, some of them make it difficult to extract the isolated price sensitivity to
interest rate movements because of the interaction between interest rates and other systematic
risk factors.

A complication arises when computing empirical durations for derivative securities
(e.g., mortgage-backed securities) whose yields-to-maturity cannot be meaningfully defined
because of the embedded cash flow uncertainties. In this case, it is helpful to assign to each
derivative instrument a benchmark fixed cash flow security (usually a US Treasury) whose
yield-to-maturity is used as proxy for changes in interest rates (Ay) in Equation 2.34. The
issues surrounding selection of benchmarks that adequately represent changes in interest
rates merit a separate discussion. First, since empirical duration is defined in a univariate
setting where price is a function of a single risk factor, selection of the appropriate benchmark
should account for the fact that yield curves do not usually move in a parallel fashion. The
benchmark must therefore be linked to the characteristics (e.g., OAD or weighted average
life) of the derivative instrument whose empirical duration is to be measured. Table 2.5
shows 10-, 20-, and 40-business-day empirical durations of generic MBS securities. Notice
that empirical durations across most MBSs are typically shorter than the corresponding
OADs. The difference is due to the spread directionality of mortgage spreads and other
basis risks ignored by OAD. Notice that the goodness-of-fit (as measured by R?) is inversely
related to the prices of MBSs.

For example, when computing empirical durations, using market prices directly may
not be appropriate for all types of fixed-income securities. Prices of forward contracts
(e.g., generic to-be-announced [TBA] MBS), have to be adjusted for carry: since the price
movements of the forwards reflect both market fluctuations of the deliverable asset as well as
price movements due to the embedded forward contract approaching expiration. The interest



TABLE2.5 Parametric Risk Measures for Generic 30-Year MBSs (as of 1/31/2020)

Market Spd Vol Prepay Mtg/Tsy Emp Dur Emp Dur Emp Dur 10 Day 20 Day 40 Day
Agency Coupon Price OAS OAD OAC Dur Dur Dur Dur 10 Day 20Day 40 Day R? R? R?
UMBS 2.5 100.77 82 4.18 -2.74 3.80 0.07 1.01 4.18 3.31 3.37 4.42 83% 89% 88%
3.0 102.26 84 2.92 -2.04 3.03 0.05 2.39 2.92 1.62 1.83 2.68 79% 84% 79%
3.5 103.21 92 216 -1.42 2.53 0.03 3.54 2.16 0.61 0.64 1.22 52% 49% 58%
4.0 104.45 88 1.73 -0.96 236 0.02 491 1.73 0.09 0.2 0.66 1% 6% 29%
4.5 105.76 78 1.45 -0.61 226 0.01 6.38 1.45 -0.01 0.07 0.46 0% 0% 16%
5.0 107.14 61 1.23 -0.38 2.20 0.01 7.93 1.23 0.18 0.3 0.41 4% 13% 24%
GNMA I 2.5 101.63 108 4.82 -2.03 4.79 0.05 1.22 4.82 0 0 0.06 0% 0% 0%
3.0 102.83 84 1.95 -3.17 3.07 0.04 2.83 1.95 1.29 1.49 2.39 30% 46% 61%
3.5 103.15 99 1.16 -1.86 241 0.02 3.49 1.16 0.48 0.58 1.29 9% 9% 38%
4.0 103.65 89 0.53 -0.59 1.87 0.01 4.76 0.53 0.11 0.23 0.74 0% 2% 21%
4.5 105.05 99 0.83 -0.38 2.07 0.01 6.10 0.83 -0.26 -0.15 0.47 2% 0% 7%
5.0 105.83 99 0.68 -0.62 1.97 0.00 6.88 0.68 0.36 0.22 0.47 15% 1% 6%

Source: BlackRock Aladdin, January 31, 2020.
Note: Values that are highlighted are not statistically significant.
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rate sensitive component of the market prices has to be isolated from the deterministic
one. In addition to fluctuations attributed to interest rates, prices of complex fixed-income
securities may change due to a variety of other risk factors: credit spread movements,
decay of embedded options, prepayments, time, etc. While captured in the time series of
percentage price changes of derivative securities, these phenomena are not reflected in the
yield-to-maturities of the corresponding US Treasury benchmarks, biasing empirical duration
estimates. Due to the market state-dependent nature of many fixed-income securities’ risk
characteristics, empirical durations may also lead to erroneous conclusions if the immediate
market environment changes from the one that supplied the empirical price data used to
compute them. For instance, if interest rates changed dramatically after empirical durations
on mortgage-backed securities were estimated, empirical durations should be out of date
because the in-the-moneyness of the embedded prepayment options has likely changed.

The goodness-of-fit measures (e.g., R?) and tests for statistical significance of the regres-
sion coefficients can be used when judging the quality of empirical durations. Needless to say,
empirical durations are very sensitive to pricing errors. They may also be biased due to purely
statistical reasons, including the presence of autoregressive behavior, lags in price reaction to
changes in yields, and nonnormality of residuals.

In summary, empirical duration is a simple, informative, and intuitive measure of
interest rate exposure. By virtue of reflecting the actual empirically observed price behavior,
empirical durations provide a valuable “sanity check” when judging the predictive power of
option-adjusted and other analytical durations.

2.4 MEASURING YIELD CURVE EXPOSURE

2.4.1 Key Rate Durations?®

Earlier in this chapter, several conceptually different approaches to measuring the price sen-
sitivity of fixed-income securities to changes in interest rates have been discussed. While the
previously described measures of exposure employ very different theoretical and computa-
tional techniques, they all rely on the same empirically unrealistic underlying assumption
that prices of securities and portfolios are functions of a single systematic interest rate factor.
Thus, changes in interest rates are represented as changes in yields-to-maturity in the com-
putation of modified and empirical durations and as parallel changes in the spot curve in
the calculation of option-adjusted measures. Not surprisingly, while being accurate predic-
tors of price fluctuations resulting from small changes in the level of interest rates, modified,
option-adjusted, and other durations fail to address the exposure associated with changes in
the shape of the yield curve.

Consider the following example. When expecting an easing of short-term interest rates
by the Federal Reserve, traders often bet on the steepening in the yield curve. To imple-
ment their view as a duration-neutral relative value trade, they may decide to buy the 2-year
on-the-run (OTR) Treasury (TSY) security and sell the 10-year OTR TSY. Using duration
alone to judge the interest rate exposure of this trade (which has an aggregate duration of
zero by construction) will erroneously indicate that there is no exposure. But while this trade
would be insensitive to parallel movements2° in the spot curve, it is exposed to a different
kind of systematic market exposure. The exposure to the flattening of the yield curve cannot
be measured by duration alone.

Another example of the limitations of duration with respect to measuring yield curve
exposure comes from institutional asset management where a portfolio’s investment
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guidelines often specify a predefined duration band, the maximum allowed deviation of
the portfolio’s duration from that of its benchmark. Similar to the case of duration-neutral
trades, an investment mandate may impose a very narrow permissible duration band on a
portfolio to limit the magnitude of duration bets, thus constraining an important source
of risk (as well as limiting opportunities for outperformance). In search of active return,
such a portfolio may be structured to hold longer instruments than those in its benchmark
while the excess duration is hedged out using futures, swaps, or other derivatives. This may
result in the gap between a portfolio and its benchmark having a yield curve bet that is not
captured by duration. Obviously, this yield curve bet could be a major source of market
risk. These examples demonstrate the need to generalize the concept of duration. To do
this, in addition to investigating the price sensitivity to parallel changes in the entire term
structure of interest rates, exposure associated with nonparallel yield curve movements must
be measured.

Key rate duration (KRD)?” is an important extension of the option-adjusted framework.
The popularity of KRDs is generally attributed to their ability to describe yield curve risk in
a visual and intuitive way. KRDs have also proven to be an effective hedging and yield curve
risk management tool. They are typically implemented within the option-adjusted framework
and can be thought of as partial OADs corresponding to the movements of isolated regions
of the yield curve. Key rate durations can provide a visual depiction of yield curve exposure,
both at the security and portfolio level. KRD profiles of selected securities are presented in
Exhibit 2.5, including a hypothetical 30-year default-free bond to emphasize the different
yield curve exposures.
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EXHIBIT2.5 Key Rate Duration (KRD) Profiles of Selected Instruments (as of 1/31/2020)
Source: BlackRock Aladdin, January 31, 2020.
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OAD measures the first-order price sensitivity to parallel changes in spot interest rates.
KRDs generalize this approach. Instead of assuming that price P is a function of a single
random variable (parallel spot curve shock as in Equation 2.20), KRDs present price as a
function of # selected spot rates 74, ..., 7, that are known as key rates:

P=P(ry.....1,) (2.35)

KRDs are partial durations that measure the first-order price sensitivity to the isolated move-
ments of different segments of the spot curve:

19P
k?’di = —Fa—rl (2.36)

In this more general setting, because nearly any yield curve movement can be well rep-
resented as the vector of changes of properly chosen key rates (Arq,...,Ar,), a multivari-
ate analog of Equation 2.24 can be used to approximate changes in price using the vector
of KRDs:

AP c
- - ; krd; - Ar, (2.37)

Equation 2.37 has important applications and can be used in stress testing and Value at
Risk (VaR), individually. KRDs can be computed via the direct analog of Equation 2.23:

1 Pi,up - Pi,down
krd; = —— ———«— 2.38
i P 2. Ari ( )
Note that P;,,, and P, 4,,,, in Equation 2.38 are directly computed by a valuation model

after the appropriate KRD shock is applied to the spot curve. Just as in the case of OAD
and OAC, OAS is kept constant in the calculation of KRDs, again assuming the absence
of spread directionality. Despite their conceptual similarity to OADs, the implementation of
KRDs within the OAS framework is nontrivial. The construction of KRD shocks therefore
merits a separate discussion.

Partitioning the yield curve into segments that correspond to different key rates is some-
what arbitrary, and its implementations vary across financial institutions that employ KRDs
in portfolio and risk management. The appropriate number of key rates and their positioning
on the yield curve ultimately depend on the composition of a given portfolio. In the examples
presented in Exhibit 2.5, the key rates are defined as 3-month and 1-, 2-, 3-, 5-, 7-, 10-, 15-,
20-, 25-, and 30-year points on the spot curve. Alternatively, shorter-term portfolios might
require a greater number of key rates at the shorter end of the yield curve. In the extreme
case, one might imagine having a separate key rate for every annual, monthly, or even daily
spot rate. Unfortunately, only limited practical benefits could arise from this type of excessive
granularity. Thus, since certain points of the yield curve are highly correlated and exhibit
similar volatilities, investigating the price sensitivity to their changes in isolation, with all
other spot rates kept constant is unrealistic. From a mathematical viewpoint, recomputing
OAD of a security when a single point on the spot curve is perturbed is also not meaningful:
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price is similar to an integral; both are not sensitive to changes in the value of a continuous
function at a single point.
Therefore, the following considerations are important for constructing KRD interest rate

shocks:

® Spot rates do not move in isolation. If a single spot rate is shocked, an entire region of
the spot curve around this point should be shocked as well.

® For consistency and other reasons that will become apparent, KRD shocks should aggre-
gate up to a parallel shock, which allows for the intuitive concept that exposure to parallel
changes in interest rates (OAD) can be decomposed into exposures to different parts of
the yield curve (KRDs).

KRD shocks can be defined in a variety of ways. Initially, KRD shocks were constructed
with the previously described rationale in mind, defined using triangular overlapping shocks.
For instance, Exhibit 2.6a illustrates that the 7-year KRD shock was defined as having the
value of zero basis points for all spot rates with terms less than 5 years, linearly rising to a
given number of basis points (A7) at the 7-year point,?8 declining linearly back to zero at the
next key rate (10 year), and staying at zero basis points for all maturities beyond 10 years.
As the exception to this rule, the two boundary key rates (3 month and 30 year) were defined
slightly differently: the 3-month KRD shock had a value of Ar between zero and 3-month
points, linearly declining to zero at the 1-year key rate, and staying at zero for all maturities
greater than 1 year. The 30-year KRD shock was defined as zero for all maturities less than
or equal to 25 years, linearly increasing to Ar at the 30-year key rate, and staying at Ar for
all maturities greater than 30 years.

Alternatively, key rate shocks can be defined as “wave shocks.” Exhibits 2.6a and 2.6b
illustrate the difference between the classical triangular shocks and the wave shocks.

EXHIBIT2.6 Difference Between the Classical Triangular Shock and the Wave Shocks
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EXHIBIT2.6a Sample Triangular Shock at the 7-Year Point
Source: For illustrative purposes only.

(Continued)
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EXHIBIT2.6 (Continued)
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EXHIBIT2.6h Sample Wave Shocks and Their Difference

Source: For illustrative purposes only.

One can readily see from Exhibits 2.6a and 2.6b that by taking the difference between two
subsequent wave shocks, one will obtain a triangular shock. Using wave shocks, the KRDs

can be calculated as follows:

with the notation KRD; ;;, denoting the duration due to a triangular shock peaking at j years
and nonzero between 7 and k years, and WKRDj; referring to the duration to the wave shock,
which is zero before i years and rises to its value at j years staying constant thereafter.

If the security price is a linear function of rates, the two approaches for defining the KRD
shocks are completely equivalent. However, in practice, certain securities, such as MBS or
interest rate options, exhibit strong nonlinearities. In addition, MBS models typically utilize
prepayment models that in turn utilize mortgage rate models that are estimated using histor-
ical yield curve data. These mortgage rate models produce more accurate results when the
simulated yield curve rates are closer to what is plausible based on history.

In order to choose an approach to calculate key rate duration, it helps to go back to
why we need them. Key rate durations are primarily used to understand the price change
under a realistic curve shift. Therefore, while calculating KRDs, it is important to minimize,
to the extent possible, the effects that stem from unrealistic shapes of the forward rate curves

under the shocks. A major advantage of using the wave KRD approach is that the implied
forward rates of the shocks behave in a more sensible way, with less oscillations in the for-
ward that could affect sensitivity calculations of highly nonlinear instruments. As one can
see in Exhibit 2.7a and Exhibit 2.7b, applying a triangular shock results in the trajectory of
forward rates where a sharp rise in rates between year 5 and 7 is followed by a sharp decline
(going negative) between year 7 and 10. As previously described, when an empirical mort-
gage model was calibrated, it is unlikely that a similar scenario occurred. Thus, the resulting
calculation may not be as reasonable. When utilizing wave shocks, the forward rate changes

are less extreme, resulting in a better metric.
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EXHIBIT2.7 Difference in Implied Forward Rates
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EXHIBIT2.7a Triangular Shock Implied Forward Rates
Source: For illustrative purposes only.
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EXHIBIT2.7h  Wave Shock Implied Forward Rates

Source: For illustrative purposes only.

The areas underneath all valid sets of KRD shock definitions exactly add up to a par-
allel shock, by their construction. However, this does not by itself guarantee that the sum
of KRDs is exactly equal to OAD. For securities without interest-rate-correlated cash flow
uncertainties, the difference between OAD and the sum of KRDs is usually small. For com-
plex derivative instruments, this difference may be substantial because of the nonlinearity
of their value surface. This phenomenon is counterintuitive for many practitioners. Imagine
that Equations 2.24 and 2.37 are independently used to estimate the change in price resulting
from a given parallel yield curve shock. If KRDs do not sum to OAD, the two methods will
arrive at different results. To eliminate this inconsistency, the sum of KRDs can be forced to
be equal to OAD. While different ad hoc methods exist, one approach simply adjusts KRDs
proportionally by multiplying each KRD by the ratio of OAD and the original sum of KRDs.



40 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

The authors are not aware of any published empirical or theoretical validation (or, for that
matter, critique) of this method. For all of our future discussions, KRDs should be assumed
to have been scaled proportionally in the previously described fashion.

Interpreting KRD profiles can be tricky because they simply measure the sensitivities to
the different points on the spot curve and ignore the fact that spot rates of dissimilar maturities
are not perfectly correlated and may exhibit sometimes dramatically different volatilities.
Just like OAD, KRDs also exhibit duration drifts. Finally, the interest rate shocks used to
compute KRD have historically implausible shapes and produce nondifferentiable points on
the spot curve, implying discontinuous and sometimes even negative forward rates (somewhat
mitigated by using wave shocks). This may result in significantly different KRD profiles for
very similar securities.

Despite some of these shortcomings, KRDs have proven to be a very popular portfolio
and risk management tool. They enable explicit quantitative representation of yield curve
exposure and provide insights into absolute and relative yield curve risks embedded in secu-
rities and portfolios. In addition to being useful in their own right, KRDs are widely employed
by other risk management methodologies, including VaR, stress testing, and hedge optimiza-
tions. The KRDs of securities in a sample portfolio are presented in Table 2.6.

2.5 MEASURING AND MANAGING VOLATILITY RELATED RISKS

2.5.1 \Volatility Duration

Option pricing theory has taught us that valuation of many derivative securities depends on
the assumed future volatility of interest rates and other risk factors. Therefore, it is incumbent
upon us to come up with metrics for measuring its impact. In keeping with the conventions
associated with interest rate duration, we define the term volatility duration as the first-order
percent price sensitivity to changes in implied volatility. Readers familiar with derivative mar-
kets and option pricing theory will notice that the concept of volatility duration is not new
at all and is really only a slight transformation of option vega.

In some special cases, volatility duration of interest rate derivatives can be calculated
via Black-Scholes-Merton-like formulae analytically. For fixed-income securities with more
complex types of cash flow uncertainty, volatility duration is typically estimated numerically
within the OAS model framework via the usual partial duration formula:

Vol D 1 Lot up ~ 1
© W__ﬁ 2 - Avol

vol up vol down

(2.40)

Volatility durations of securities in a sample portfolio are presented in Tables 2.1 and 2.5.
Since the value of a long option security increases with a rise in implied volatility, fixed-income
securities with embedded long options (e.g., options on futures, swaptions, caps, and floors)
have been defined to be consistent with interest rate duration as having negative volatility
durations. Likewise, securities with embedded short options (e.g., MBSs, callable corporates,
and agencies) and whose value falls with a rise in volatility have been defined as having
positive volatility durations. As expected, the more leveraged the embedded option is, the
larger is the price sensitivity to changes in implied volatility. Volatility duration is also linked
to the in-the-moneyness of the option embedded in a security. Thus, among comparable
options on the same index and of the same maturity, the at-the-money (ATM) option has the



TABLE2.6 Key Rate Duration (KRD) Report for a Sample Portfolio (as of 1/31/2020)

KRD KRD KRD KRD KRD KRD KRD
Security Description Coupon Maturity Strike OAD OAC 3mth 1YR 2YR 3YR SYR 7YR 10YR
Treasury Bonds
OTR 2YR 2 1.375 1/31/2022 1.97 0.05  -0.01  0.02 1.95 0.01 0.00 0.00 0.00
OTR 5YR 5 1.375 1/31/2025 4.83 0.26 -0.01 0.01 0.03 0.07 4.72 0.01 0.00
OTR 10YR 10 1.75 11/15/2029 8.99 0.90 0.00  0.02 0.03 0.08 0.16 0.86 7.86
OTR 30YR 30 2.375 11/15/2049 21.62 5.77 0.00 0.02 0.04 0.10 0.20 0.35 20.91
Treasury Futures
US 10YR NOTE MAR 20 TY 3/20/2020 8.38 0.60 0.00 0.02 0.05 0.12 1.05 7.14 0.00
20-MAR-2020
US LONG BOND MAR 20 US 3/20/2020 12.25 1.82 0.00 0.03 0.06 0.16 0.30 0.54 11.15
20-MAR-2020
Callable Agency Bonds
FNMA 1.4 30-DEC-2020 1.40 12/30/2020 0.78  —-0.63 0.16  0.08 0.04 0.07 0.68 0.02 0.00
Option on Future
MAR20 TUHOC @ 106.25 TU 2/21/2020  106.25 0.16 0.62 0.00  0.00 0.00 0.00 0.00 0.00 0.00
21-FEB-2020
Interest Rate Swap
SWP: USD 3.167500 3.17 7/9/2023 3.35 0.14 -0.08 0.02 0.04 2.36 1.01 0.00 0.00
09-SEP-2023 IRS
German Government Bond Future
EURO-BUND MAR 20 RX 3/6/2020 8.97 0.85  —0.01 0.00 0.00 0.01 0.02 2.88 6.06
06-MAR-2020
1G Credit
AMERICAN EXPRESS 3.63 12/5/2024 4.40 0.21 0.00 0.03 0.06 0.60 3.71 0.00 0.00
COMPANY T2 3.625
05-DEC-2024 (SUB)
(Continued)

M



TABLE 2.6 (Continued)

KRD KRD KRD KRD KRD KRD KRD
Security Description Coupon Maturity Strike  OAD OAC 3mth 1YR 2YR 3YR SYR 7YR 10YR
HY Credit
NINE ENERGY SERVICE INC 8.75 11/1/2023 3.13 0.13 0.01 0.08 0.15 1.87 1.02 0.00 0.00
8.75 01-NOV-2023 144a
(SENIOR)
Agency MBS
UMBS 30YR TBA CASH 4.0 4.00 4/25/2049 1.73 —-0.96 0.08 0.33 0.34 0.33 0.28 0.20 0.17
Agency CMBS
GNMA_16-113-10 1.1524 1.15 2/16/2058 4.27 0.38 0.04 0.18 0.30 0.53 0.70 0.73 1.81
16-FEB-2058
Non-Agency CMBS
JPMBB_14-C22-XA 0.83511 0.84 7/15/2047 1.98 0.06 0.05 0.24 0.48 0.90 0.31 0.00 0.00
15-SEP-2047
ABS Credit Card
NDFT_17-1-C 2.15338 2.56 7/15/2020 0.04 0.00 0.03 0.00 0.00 0.00 0.00 0.00 0.00
15-JUL-2025 Reg-S
Non-Agency MBS
CSMC_06-3-5A5 6.0 3.33 4/15/2024 0.19 0.00 0.05 0.19 0.28 0.48 0.73 0.80 2.14
25-APR-2036
Total 2.81 5.53 0.73 0.03 0.06 0.28 0.57 1.19 0.18 3.21

Source: BlackRock Aladdin, January 31, 2020.
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largest volatility duration (exposure to misestimated as well as changing implied volatility)
whereas deep in-the-money (ITM) and deep out-of-the-money (OTM) options have volatil-
ity durations that tend to be very small. However, comparing volatility durations of options
of different maturities can be misleading since the volatility duration of a short-term ATM
option may be substantially smaller in magnitude than that of a long-term ITM or OTM
option. Note there is a common misperception of the connection between positive volatility
duration (resulting from an embedded short option) and negative convexity. While embed-
ded short options often do cause fixed-income securities to become negatively convex, it is
not true that all negatively convex securities have embedded short options. For instance,
premium-priced CMBSs (that are effectively prepayment protected) exhibit price compres-
sion as their prices rise due to their effective higher level of Loan to Value (LTV). Hence, they
are characterized by negative convexity but have no explicit exposure to implied volatility.

Computation of P, and Py, goun in the implied volatility formula (Equation 2.40)
depends on the valuation model used to value the instrument. More precisely, the means
of calculating volatility duration is dictated by the extent to which the utilized interest rate
model incorporates the term structure of volatility (TSOV). If an interest rate model (e.g.,
Black-Derman-Toy, [1990]) is not calibrated to the derivatives market and utilizes only
a fixed implied volatility assumption, P, ,, and P,o; o, are computed by shocking the
user-specified implied volatility number and revaluing the security directly.

More elaborate interest rate models (e.g., Brace-Gatarek-Musiela [BGM] model [1997])
calibrate to the term structure of volatility and enable more elaborate exploration of the
price sensitivity with respect to changes in implied volatility. After the TSOV is derived from
the interest rate derivatives’ markets, the simplest approach to computing volatility duration
entails shocking the entire term structure of volatility in a parallel fashion and computing
Py up and Pop 4oy, Notice the direct similarity to OAD. A more accurate approach to
measuring volatility duration does not utilize the term structure of volatility, a theoretical and
unobservable construct, but deals directly with the interest rate derivatives underlying the
determination of TSOV. Instead of shocking TSOV in a parallel fashion, implied volatilities
of derivative securities used in the calibration are shocked up and down by a given number
of basis points. The term structure of volatility is then reestimated, and finally P,y ,,
and P,.; jouwn are directly recomputed by a valuation model. This is particularly well
suited for market models, such as BGM or the Forward Market Model by Lyashenko and
Mercurio (2019), where the underlying rate modeled is a market observable rate, such as
LIBOR while it still exists or the newer benchmarks, such as SOFR.

Volatility duration is computed within the option-adjusted framework, and therefore
all traditional advantages and disadvantages of partial duration measures apply. Volatility
duration estimates are sensitive to the size of the assumed volatility shock, volatility convex-
ities may not be stable over time, and no relationship is assumed between changes in implied
volatility and changes in OAS, which may not be the case in certain market environments. If
shocking the term structure of volatility in a parallel fashion is insufficient, volatility KRDs
could in theory be computed to explore price sensitivities to the various parts of the volatility
surface.

2.5.2 Option Usage in Portfolio Management2?

Options can be useful portfolio management tools, especially for fixed-income portfolios,
serving a variety of purposes in portfolio construction and hedging. Options can introduce
a directional risk into a portfolio with limited downside exposure. Utilizing options in a
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portfolio can provide convex risk exposures or help to manage the overall convexity and
volatility levels of a portfolio. Providing the right, but not the obligation, to buy or sell a
security at a given price on (or before) a specific date, options are primarily used in portfolio
management to do the following:

m Replicate risk either more efficiently or with limited downside
® Hedge to isolate or remove a particular risk
m Generate alpha when optionality is traded as an asset class

Implied volatility can be aggregated across tenors, maturities, and levels of rates to
develop a volatility surface to evaluate option positions. As illustrated in Exhibit 2.8, implied
volatility can be viewed as a matrix across expiries (terms) and underlyings (tenors) for
options on the same instrument. The surface is typically illustrated as two-dimensional, with
strikes set at-the-money (ATM). For interest rate options, strikes are based on the forward
curve and ATM options are struck at the forward rate. The implied volatility surface is used
as a framework to price options in the market and to gauge relative value between options
themselves.

While the past helps frame the future, realized volatility is not necessarily the best pre-
dictor of future volatility. Hence, there can be significant discrepancies between implied and
realized volatility for any given option and underlying security.

Since an option’s price is directly related to the implied volatility input into a pricing
model, implied volatility itself can be a useful relative value metric when evaluating a position.
In the case of most fixed-income options, interest rate volatility is typically measured assuming
it is normally distributed and is represented in terms of basis points per day (or annum).
This is different from other markets, such as equities, where options are usually traded on a
log normal, or percentage volatility, basis. This was not always true, but since interest rates
persisted at very low levels for a long time and in some markets actually became negative, the
normal distribution became a useful analytical assumption.

Annualized Vol 8/19/16 US Implied Vol
Tenor

1Y 2Y 5Y 7Y 10Y 15Y 20Y 30Y

M 40.1 52.0 65.4 65.6 65.6 64.7 63.9 63.2

3M 43.0 55.3 70.1 711 71.6 71.2 70.9 70.3

6M 48.5 SIED 71.8 72.9 73.6 73.2 72.6 721

1Y 54.6 62.5 74.6 76.0 77.0 76.1 75.2 74.5

qg, 2Y 66.4 69.6 77.3 78.6 79.6 77.9 76.2 75.1
g 3Y 73.7 75.1 79.4 79.8 80.4 77.8 7543 73.9
5Y 82.0 81.5 81.8 81.2 80.4 75.8 73.0 71.0

7Y 81.9 81.4 80.7 79.7 78.1 72.9 69.7 68.0

10Y 78.6 78.5 77.4 76.1 74.0 68.6 65.5 63.8

EXHIBIT2.8 At-the-Money Implied Rate Volatility Surface (in Normal BP)
Source: BlackRock. For illustrative purposes only.
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Interest rate optionality is predominantly traded in two forms, on government rates (i.e.,
treasuries and exchange-traded futures on treasuries), or on swap rates, also known as swap-
tions. Examples of options strategies include the following;:

® Introducing a directional exposure conditionally by buying interest rate calls to express
a long duration view with limited downside

® Enhancing yield in a portfolio by selling a strangle (range trade) on a particular point on
the forward curve

m Seeking relative value alpha by buying or selling two volatility points against each other

Exhibit 2.9 demonstrates both the long straddle payout and the long strangle payout.
Portfolio managers may seek to capture the combined premia of both options and execute
a long straddle strategy, where the portfolio manager is long both the call and the put at
the same strike prices. Alternatively, a long strangle strategy is long both a call and put at
different strike prices. Both of these strategies generate improved performance when either
markets have a directional move through strike, or implied volatility increases, which impacts
the option’s value.

Besides implied volatility, other factors must be considered across multiple dimensions
when deciding which options to purchase. These include the underlying itself, expiry, mon-
eyness, and cross-section relative value. A call option is out-of-the money (OTM) if its under-
lying price is below the strike price but is considered in-the-money (ITM) if the underlying
price is above the strike price. On the other hand, a put option is OTM if its underlying price
is above the strike price and is deemed ITM if the underlying price is below the strike price.
When establishing an options position, portfolio managers often consider its breakeven point.
This is the level the underlying securities need to move in order to capture the premium spent
(or taken in, depending on direction).

When managing the risk associated with options, a portfolio manager will often seek to
isolate the volatility metric as the basis of relative value. However, not all volatilities across
the surface are the same.

The Greek terms delta, gamma, vega, and theta are often used to describe options expo-
sure. Delta is related to duration and represents the sensitivity of an option’s price to changes
to the underlying price. Gamma, on the other hand, covers an option’s convexity and includes
the sensitivity of an option’s delta to changes in the price of the underlying instrument.

Long Straddle Payout Long Strangle Payout
S0 S o
& premium &
spend for
Strike both options Strike Strike
Yield Yield

EXHIBIT2.9 Long Straddle Payout Versus Long Strangle Payout
Source: For illustrative purposes only.
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EXHIBIT2.10 Gamma Versus Delta
Source: For illustrative purposes only.

Convexity is highest for 50-delta options and increases as it nears expiry. Vega is a measure
of an option price’s sensitivity to changes in volatility, specifically implied volatility, which is
the input into an option pricing model. Longer options tend to exhibit greater exposure to
volatility risk. Theta, or time decay, is the change in an option’s price with respect to time.
All things equal, the shorter the tenor of the option, the faster it decays.

As illustrated in Exhibit 2.10, there is an interplay between gamma, vega, and theta.
Gamma and vega are both “volatility sensitive” exposures, but the shorter an option gets (i.e.,
as it ages), it takes on greater exposure, or sensitivity, to gamma (movements in the under-
lying) and less to vega (sensitivity to movements in the level of implied volatility). Portfolio
managers view the “split point” between gamma and vega differently, depending on which
sector they are trading. Nevertheless, when managing a portfolio of options, it is important
to be aware of how these risk metrics change as an option gets closer to maturity. Interest
rate swaptions are typically initiated off a forward yield point, which will converge to spot
upon expiry.

Finally, volatility “skew” is the third dimension of risk associated with options, in
addition to tenor (or tail) and term (maturity). A term-tenor pairing is typically quoted for
swaptions. For example, the 1-year-10-year swaption straddle represents a 1-year maturity
option struck on the 1-year forward 10-year swap rate constructed with both a call and a
put. The implied volatility of that structure would generically be based upon that forward
interest rate, also known as ATM volatility. As previously illustrated in Exhibit 2.8, the
two-dimensional volatility surface represents all ATM options, where puts and calls take on
the same volatility level (as to preserve put/call parity), which are struck on their respective
forward curve points. Volatility skew is the differential between implied volatilities for the
same maturity option at different strikes. This is the third dimension of the volatility surface
(the “depth” of a discrete pairing of time and tenor), as illustrated in Exhibit 2.11. Implied
volatilities not only vary depending on what they are on and when they expire, but also
where on the spectrum of yields they are, relative to the ATM-forward yield.
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USD Swaption Implied Vol Surface

2y

30y 3m 6m 1y

EXHIBIT2.11 Adding Skew
Source: BlackRock, January 31, 2020. For illustrative purposes only.

This dynamic of skew exists because the market anticipates realized volatility to be differ-
ent at different levels of rates. As a consequence, implied volatility is priced differently across
yield points, even for the same option maturity. In addition to the spot-vs-forward dynamic
of pricing an option, an option position will “roll” down the term structure of volatility as
it ages.

2.6 MEASURING CREDIT RISK

2.6.1 Spread Duration

Repeated credit and liquidity crises have clearly demonstrated the extreme importance of
understanding the risk associated with systematic movements of credit spreads. As discussed
in Section 2.2.2, credit spreads (as measured by option-adjusted spreads or nominal spreads)
incorporate several distinct components, including:

® the market’s sentiment toward credit risk in general;
® asset class-, issuer-, and individual security-specific credit risk;
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® market supply-and-demand conditions; and
® valuation model inaccuracies.

For instance, swap spreads reflect the price of interbank credit risk as well as numer-
ous technical considerations, whereas mortgage option-adjusted spreads reflect the market’s
sentiment toward different aspects of systematic mortgage risks as well as uncertainty with
respect to modeling prepayments and implied volatility.

Spread duration measures the price sensitivity of fixed-income securities to changes in
credit spreads. Some practitioners interpret it as the price sensitivity to changes in discount
factors, and others see it as the price sensitivity to changes in the market sentiment toward
the risk of holding a particular asset class or individual security. Spread duration is computed
in the exact same manner as other option-adjusted partial durations:

1 Pspread up — Pspread down
Spd Dur = —=
pa Pur=-p 2 As

(2.41)

where Pyyond up and Pprond down are computed by shocking the credit spread of a security
by a small number of basis points (As) and computing the corresponding OAVs using a valu-
ation model. Spread durations of securities in a sample portfolio are presented in Tables 2.1
and 2.5.

The definition of the term spread used to compute spread duration in Equation 2.41 is
asset-class specific. For fixed-income instruments that trade at a spread above a US Treasury
benchmark (option-free fixed rate corporate bonds, CMBS, high yield, etc.), spread is typ-
ically defined as the nominal credit spread (the difference between yield-to-maturity of an
instrument and that of its Treasury benchmark). For option-bearing securities valued on the
US Treasury curve (MBSs and their derivatives, callable corporate and agency bonds, etc.),
spread is defined as OAS. For interest rate swaps and their derivatives, spread is defined as
swap spread. Sometimes market participants choose to calculate spread duration even on US
Treasury securities. In this context, spread duration measures the price sensitivity to changes
in liquidity premia (OASs) in the US Treasury market.

For a fixed-income security with deterministic cash flows, spread duration is typically
close in value to OAD since shocking nominal spread or OAS is virtually equivalent to shock-
ing the spot curve in a parallel fashion. The slight discrepancy between the two measures in
these cases is generally caused by the different market conventions with respect to magnitude
and compounding of the shocks utilized in option-adjusted duration versus spread duration
calculations. Conversely, for fixed-income securities with interest-rate-correlated cash flow
uncertainties (e.g., adjustable rate mortgages, floating rate notes, structured notes, 10, PO),
spread durations may be substantially different from OADs. While spread duration estimates
the price sensitivity to changes in discounting alone, OAD measures the simultaneous price
sensitivity to changes in discounting as well as changes in cash flows due to interest rate
movements.

Similar to other partial duration measures, it is a common practice to compute spread
duration of a fixed-income portfolio as a weighted average of spread durations of the indi-
vidual securities without questioning the meaning of this aggregate measure. However, the
similarity of spread duration to other partial durations is deceiving. As opposed to OADs,
KRDs, and other parametric gauges that measure price sensitivity to systematic risk factors
that are universally applicable to all fixed-income securities, spread duration measures the
exposure to risk factors that are partially systematic and partially idiosyncratic (asset class,
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issuer-, or security-specific). For instance, the value of a portfolio invested in US Treasuries,
swaps, and MBSs is sensitive to changes in a variety of basis risks: liquidity premia of the US
Treasury market, swap spreads, and mortgage spreads, etc. Since these risk factors may not
be perfectly correlated and may exhibit drastically different volatilities, exposures to them
must be managed separately rather than aggregated into a summarized number. This real-
ity complicates the task of managing credit spread risk of fixed-income portfolios. DxS- and
VaR-related metrics attempt to address these limitations.

2.6.2 Duration Times Spread (Dx$)3°

Traditionally, credit risk was largely managed from a rating agency perspective. Hence, credit
spread risk had mostly been modeled using a rating-based approach where rating-based
spread risk factors were constructed to measure spread movements per rating cohort,
with spread duration as exposures. The market turmoil experienced during the Global
Financial Crisis, the European Sovereign Crisis, and others have highlighted yet again the
limitations of the rating approach and led to alternative modeling mechanisms that are more
robust to changing market regimes. The duration times spread (DxS) model, proposed by
Ben Dor et al. (2007), has helped to provide a new framework, which has now become the
new standard for spread risk management.

Essentially, the DxS approach models the spread movements in a relative fashion. Let
Rgpreqq denote the spread return of a security and D denote the spread duration and OAS
denote option-adjusted spread.

The spread return can be approximated as:

Rypread = =D - AOAS (2.42)
which can be rewritten as:
Roproas = D - OAS - %st (2.43)

Hence, just as spread duration is the sensitivity to absolute spread change, DxS is the
sensitivity to relative spread change. That means that spread volatility is approximated as
follows:

~DxS -0 (2.44)

Ospread return vol relative spread change vol

The reason why DxS is far superior than the traditional spread duration measure is that,
empirically, spreads tend to move in proportion to spread levels. This empirical behavior
has been shown to hold surprisingly well over different market regimes and across various
market segments. The modeling implications are that relative spread volatilities are more
stable than absolute spread volatilities, which makes the job of volatility prediction much
easier.

In addition, DxS-based return volatility forecasts combine the stability of relative spread
with the more responsive and forward-looking spread level. In detail, spread volatility is
modeled as follows:

Ospread = OAS - (2.45)

relative spread change vol
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The incorporation of spread information allows the volatility forecast to better reflect
cross-sectional differences of spread levels and adjust more quickly to changing market
conditions.

DxS works very well for most spread products. However, the linear relationship between
spread volatility and spread level tend to break down at very low and very high spread levels,
or when spread movements are not credit related (e.g., for mortgage pass-throughs, spread
movements are related to prepayment risk instead of credit risk). At very low spread levels,
isolating the contribution of the pure credit component from other non-credit components
due to illiquidity or mispricing is very hard. Spread volatility tends to flatten out as spread falls
below a certain level. Hence, while relative spread becomes unstable, using absolute spread
becomes more appropriate. At very high spread levels, securities are “distressed” and they
trade on price based on investors’ default/recovery projections. In this context, the spread is
not very meaningful.

2.7 MEASURING MORTGAGE-RELATED RISKS

In this section, we digress from describing approaches dealing with universal risk factors and
focus on systematic sources of market risk that are specific to mortgage-backed securities
(MBSs) and their derivatives. Several approaches exist for measuring the exposure of portfo-
lios and securities to prepayments and other mortgage-related risks. Similar to the measures
of interest rate and yield curve risk described earlier in this chapter, all of these methods
utilize partial durations to estimate the first-order price sensitivity to a given risk factor in
isolation, while holding other variables unchanged.

2.7.1 Prepayment Duration

The homeowner’s decision to prepay their home mortgage is typically influenced by vari-
ous economic and borrower-specific variables and considerations, including the prevailing
mortgage origination rates, the borrower’s mortgage rate, the size of the mortgage loan, the
aggressiveness of the servicing entity, the credit score of the borrower, the loan-to-value of
the borrower, the origination channel of the borrower (broker originated loans can prepay
much faster), the state of the domestic economy, and in particular recent housing market
performance. Given that econometric prepayment models attempt to model the sum of the
individual decisions by millions of consumers, it is not surprising that they often fail to accu-
rately predict the homeowner’s prepayment behavior. Since fair values and risk measures
of MBSs and their derivatives depend on prepayment models or assumed static vectors of
prepayment speeds, the accuracy of these analytical methodologies is subject to the model’s
risk that forecasts of future prepayments are materially wrong.

Prepayment duration measures the risk associated with prepayment speeds being system-
atically slower or faster than those predicted by the user-specified or econometric prepayment
model. Computed within the option-adjusted framework, prepayment duration is obtained
via the standard duration formula:

l Pspeeds up — P
P 2 - Aspeeds

speeds down

Prepay Dur = — (2.46)

where Pgpeeds up and Pypeeds down require an agreed upon prepayment shock (Aspeeds). One
simple approach to computing prepayment duration is to scale the output of a prepayment
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model up and down by 25% and directly recompute the corresponding OAVs. Prepayment
durations of generic 30-year MBSs are presented in Table 2.5. For example, the prepay-
ment duration of a UMBS 3.5% is 3.54. Higher prepayment durations mean that higher
prepayment rates will cause the UMBS 3.5% to fall in value. Faster prepayment speeds nega-
tively impact premium and positively impact discount MBSs. The first part of this statement
is consistent with Table 2.5, which shows that on 1/31/2020, UMBS and Ginnie Mae have
positive prepayment durations. It may seem counterintuitive that prepayment duration for
slightly discount MBS (4 %) is slightly positive rather than negative, for example, the FNMA
3.5%. This phenomenon can be explained by closely examining the Monte Carlo simulation
model used in computing OAVs of MBSs. Recall that the fair value of an MBS is computed
by creating a large number of hypothetical interest rate paths. For each path, cash flows
are generated using a prepayment model and subsequently discounted on the appropriate
(path-specific) spot curve. OAV is the average of all pathwise prices. While almost all pathwise
prices of premium mortgages are above par (implying negative sensitivity to prepayments),
some of the pathwise prices of discount mortgages are positive and some are negative. This
asymmetry results in prepayment duration being sometimes slightly positive for discount MBS
coupons.3!

2.7.2 MNortgage/Treasury Basis Duration

Mortgage/treasury basis (MTB) duration uses a different approach to measuring prepayment
risk. As opposed to prepayment duration that estimates the first-order price sensitivity to
changes in prepayment speeds as predicted by a prepayment model, MTB duration addresses
the borrower’s decision to prepay directly. MTB duration estimates the price sensitivity of
MBSs to changes in one of the most influential causes of prepayments—the refinancing incen-
tive measured as the spread between the current mortgage origination rate and the 10-year
OTR Treasury rate. Description of prepayment risk in terms of spreads to Treasury rates as
opposed to nominal mortgage origination rates is due to technical rather than conceptual
reasons. Since MTB is an input to many of the existing econometric prepayment models, it is
natural to use it in defining the prepayment sensitivity.

Formally, MTB is defined as the spread between the par coupon yield of a conventional
(FNMA or FHLMC) MBS and that of the 10-year on-the-run TSY. Par coupon yield is the
yield of a theoretical MBS priced at parity. Parity, in turn, is the price that implies the same
yield regardless of prepayments while accounting for the MBS payment delay. MTB duration
is computed by shifting this spread up and down by a small number of basis points and
calculating the negative of the percentage change in price, given a 100 basis point change in
the mortgage/treasury basis:

1 Purs up — PrtB down

MTB Dur = —~
W="p 2. AMTB

(2.47)

MTB durations of 30-year generic MBSs are presented in Table 2.5.

It may seem counterintuitive that, as opposed to prepayment durations, which switch the
sign approximately near the par coupon mortgage, MTB durations of both premium and dis-
count securities are negative (Table 2.5). This analytical result, which seems inconsistent with
the theory that faster prepayment speeds negatively impact premium and positively impact
discount MBSs, can be explained by exactly the same analysis of Monte Carlo simulation
of interest rate processes as described in Section 2.7.1. The dissimilarity between the two



02 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

prepayment-related risk factors (MTB duration is more asymmetric than prepayment dura-
tion) is due to prepayment duration capturing both the refinancing incentive and prepayments
due to housing turnover, whereas MTB duration only addresses the former component. In
addition to that, prepayment speeds are shocked directly in the prepayment duration cal-
culation, whereas they are shocked indirectly when MTB is perturbed. The combination of
these two effects results in the nonlinear and asymmetric price sensitivity to prepayments.
More specifically, MTB duration becomes positive only for discount MBSs whose prepayment
options are extremely deep OTM. MTB duration is mostly used for considering hedging of
higher coupon MBS, as trading higher coupon OAS requires positioning in the par coupon(s)
to hedge the mortgage rate exposure.

2.8 MEASURING IMPACT OF TIME

Changes in prices of fixed-income securities due to their passage through time <%) can be

measured using the horizon rate of return (HROR) framework. As an explicit gauge of ex
ante total return, HROR is an example of a methodology equally advantageous for portfolio
management, risk management, and trading. The art of active portfolio management lies in
finding optimal trade-offs between risk, return, and various market- and portfolio-specific
constraints. As seen from the description of the different risk measures earlier in this chapter,
the risk aspect of investment decisions is typically approached from a very quantitative angle.
In trading, horizon rate of return can be combined with subjective judgments about richness
and cheapness of individual securities or entire sectors when making relative value decisions.
In risk management, HROR enables incorporating evolution of securities through time into
hedge optimizations.

The idea behind HROR is simple. When holding a security over a specified horizon, its
total return is determined by the following:

m Its current market value

m Its fair value at the horizon date

® The future value of cash flows that are generated by this security over the holding period
and are available for reinvestment

HROR is computed using the following formula:

MV, ivom — MV, 40, + Future Value of Cash Flows at Horizon

MV

HROR = today

(2.48)
today

where MV denotes market value.

Despite its seeming “objectivity,” HROR incorporates a great deal of subjective judg-
ment and views on the market. It is also sensitive to interest rate and prepayment models
used to compute the fair value of a security. Let us examine the assumptions underlying the
HROR analysis in detail. To determine the fair market value (MV),,....,) of a security at the
horizon (Equation 2.48), the future economic environment, including yield curves, mortgage
rates, implied volatilities, and so forth, must be specified, reflecting the user’s intuition and
views on the market. There are three alternative formulations of HROR—forward, constant,
and hypotbhetical. The forward approach uses the pure expectation hypothesis to assume that
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interest rates between the valuation date and the horizon date evolve as predicted by for-
ward rates. The constant method presumes that the economic environment at the horizon is
exactly the same as it is today. While the forward approach is consistent with the assump-
tion used by the vast majority of valuation models, empirical analyses of historical interest
rate movements support the constant assumption rather than the pure expectation hypoth-
esis.3? Various theoretical models (e.g., Heath-Jarrow-Morton, 1992) validate this empirical
finding as well, demonstrating theoretically that the conjecture that forward rates are unbi-
ased estimates of future spot rates is generally false. Without going into further detail, it
suffices to note that when faced with the choice between the two assumptions, the major-
ity of practitioners prefer the constant assumption to the forward one. Besides being more
historically plausible, the constant assumption is very useful and intuitive for market partici-
pants because it measures the return of securities associated with aging or “rolling down the
yield curve.” Finally, the hypothetical approach—a way for portfolio managers to explore
various what-if market scenarios and their impact on total return—can best be thought of
as a potentially highly granular generalized form of interest rate scenario analysis. Thus, in
addition to measuring the impact of time, evolution of credit spreads, interest rates, prepay-
ments, implied volatilities, and other risk factors between the valuation date and the horizon
date can be hypothesized, and the combined effect on price can be measured. Once the eco-
nomic environment at the horizon is determined, the path according to which the economy
evolves between the date of the analysis and the horizon date needs to be specified. Despite
its seeming simplicity, this is not a trivial exercise. However, this step is crucial because values
of path-dependent securities as well as values of reinvested cash flows depend on the evolu-
tion of interest rates between the valuation date and the horizon. This path has to also be
consistent with the assumed economic environment at the horizon. For instance, consider the
following HROR scenario:

® at the horizon, interest rates are 100 basis points higher than they are on the valuation
date; and

® between the valuation and the horizon dates, interest rates evolve according to forward
rates.

This scenario will be inconsistent unless forward rates just so happen to imply that spot rates
are exactly 100 basis points higher at the horizon than they are today. Table 2.7 presents
HROR scenario analysis of securities in a sample portfolio.

HROR scenario analysis has clear advantages over simplistic, instantaneous interest rate
scenario analysis. Both approaches provide reasonably comparable results for cases where
roll down and option decay are relatively modest. This would be the case for securities
with embedded longer-tenor options. However, instantaneous shocks in exposure factors
can create material financial illusions. Performing large instantaneous shocks on instruments
with embedded shorter-term options (which are characterized by rapid decay)3? will ignore
the option decay and make “lottery ticket” positions look much better than they really are.

The ability to capture the cost of carry as well as the time-dependent nature of risk char-
acteristics can provide valuable insights into the price behavior of fixed-income securities.
Table 2.8 presents the OAV of a 6-months call option on a 10-year interest rate swap as
a function of both parallel changes in spot rates and time. As the swaption approaches its
expiration, the decline in its base OAV (negative carry) reflects the progressively lower proba-
bility of large interest rate movements between the horizon date and the expiration date and,
hence, a lower upside from holding this security. Thus, with 6 months until expiration, gains



TABLE2.7 HROR Scenario Analysis for the Sample Portfolio (as of 1/31/2020)

HROR Scenario Analysis (% per year)

Security Description Coupon Maturity Strike -150 -100 -50 0 50 100 150

Treasury Bonds

OTR 2YR 2 1.375 1/31/2022 1.14% 1.14% 1.14% 1.31% 1.82% 2.32% 2.82%

OTR SYR S 1.375 1/31/2025 1.00% 1.00% 1.00% 1.63% 2.13% 2.63% 3.14%

OTR 10YR 10 1.75 11/15/2029 0.88% 0.88% 1.47% 1.96% 2.46% 2.95% 3.45%

OTR 30YR 30 2375 11/15/2049 1.10% 1.55% 2.00% 2.46% 2.92% 3.38% 3.83%

Treasury Futures

US 10YR NOTE MAR 3/20/2020 0.67% 0.67% 0.67% 1.18% 1.24% 1.30% 1.35%
20 TY 20-MAR-2020

US LONG BOND MAR 3/20/2020 0.62% 0.94% 1.45% 1.66% 1.70% 1.75% 1.79%
20 US 20-MAR-2020

Callable Agency Bonds

FHLB 2.0 20-FEB-2025 2.00 2/20/2025 0.60% 0.60% 0.60% 0.74% 1.18% 1.64% 2.80%

Option on Future

MAR20 TUHO C @ 2/21/2020 106.25 2.39% 2.39% 2.39% 3.47% 8.38% -75.80% —-200.00%
106.25 TU
21-FEB-2020

Interest Rate Swap

SWP: USD 3.167500 3.17 71912023 0.00% 0.00% 0.00% 0.00% 0.03% 0.04% 0.04%
09-SEP-2023 IRS

German Government
Bond Future

EURO-BUND MAR 20 3/6/2020 0.44% 0.44% 0.44% 0.29% 0.34% 0.39% 0.45%
RX 06-MAR-2020

IG Credit

AMERICAN EXPRESS 3.63 12/5/2024 1.55% 1.55% 1.55% 2.10% 2.60% 3.10% 3.60%

COMPANY T2 3.625
05-DEC-2024 (SUB)
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HY Credit

NINE ENERGY
SERVICE INC 8.75
01-NOV-2023 144a
(SENIOR)

Agency MBS
UMBS 30YR TBA
CASH 4.0

Agency CMBS
GNMA_16-113-10
1.1524 16-FEB-2058

Non-Agency CMBS
JPMBB_14-C22-XA
0.83511 15-SEP-2047

ABS Credit Card
NDFT_17-1-C 2.15338
15-JUL-2025 Reg-S

Non-Agency MBS

ALM_15-16A-A2R
3.33125
15-JUL-2027 144a

8.75

4.00

1.15

2.56

3.33

11/1/2023

4/25/12049

2/16/2058

711512047

7/15/2020

4/15/2024

13.33%

0.81%

2.74%

1.58%

0.73%

1.82%

13.33%

0.80%

2.74%

1.58%

0.73%

1.82%

13.33%

0.80%

2.84%

1.58%

0.73%

1.82%

13.62%

1.10%

3.20%

1.81%

0.79%

2.14%

14.12%

1.69%

3.65%

2.25%

1.01%

2.64%

14.62%

2.34%

4.09%

2.68%

1.24%

3.14%

15.12%

2.92%

4.53%

3.11%

1.46%

3.65%

Total

2.83

Source: BlackRock Aladdin, January 31, 2020.



TABLE2.8 HROR Scenario Analysis of a 1.47% 6M x 10-Year Right-to-Receive Swaption (as of 1/31/2020)

Option-Adjusted Value (Thousands of Dollars)

Time to

Expiration -150 —-100 =50 =25 0 25 50 100 150

6 Months 14,395 9,322 4,726 2,927 1,600 754 300 27 1

5 Months 14,414 9,321 4,641 2,795 1,453 632 224 14 0

4 Months 14,432 9,324 4,553 2,649 1,288 502 151 6 0

3 Months 14,448 9,332 4,464 2,480 1,092 357 82 1 0

2 Months 14,456 9,338 4,383 2,291 863 209 29 0 0

1 Month 14,460 9,344 4,325 2,066 555 61 2 0 0

1 Day 14,460 9,345 4,317 1,898 14 0 0 0 0
Change in Option-Adjusted Value (Thousands of Dollars)

Time to

Expiration -150 -100 =50 =25 0 25 50 100 150

6 Months 12,795 7,722 3,126 1,328 0 —846 —-1,300 -1,573 -1,599

5 Months 12,815 7,721 3,041 1,195 —147 -968 -1,375 -1,586 —1,600

4 Months 12,832 7,725 2,953 1,049 -312 —1,098 —1,449 -1,594 —1,600

3 Months 12,848 7,732 2,864 880 -508 -1,243 -1,518 -1,599 —1,600

2 Months 12,856 7,739 2,783 691 -736 -1,391 -1,570 —1,600 —1,600

1 Month 12,860 7,744 2,726 466 —1,044 -1,539 -1,598 —1,600 —1,600

1 Day 12,860 7,746 2,717 298 -1,585 —1,600 —1,600 —1,600 —1,600

Source: BlackRock Aladdin, January 31, 2020.
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TABLE 2.9 Interest Rate Shocks Exceeding Given Thresholds: Cumulative Probability as a Function of
Time (as of 1/31/2020)

Parallel Spot Curve Shock

Time to Expiration +/-25 +/-50 +/—-100 +/-150
1 Year 76% 54% 22% 7%
6 Months 67% 39% 9% 1%
3 Months 54% 22% 1% 0%
2 Months 46% 14% 0% 0%
1 Month 29% 4% 0% 0%
1 Week 3% 0% 0% 0%

Source: BlackRock Aladdin, January 31, 2020.

corresponding to a sudden 25 basis point decline in interest rates are greater in magnitude
than losses corresponding to a 25 basis point rise in interest rates. At this time, the probability
of interest rates moving in either direction by 25 basis points or more is approximately 67 %
with a time horizon of 6 months (Table 2.9).3% The probability of interest rates moving in
either direction by 25 basis points or more in a 1-month time frame is 29%.

NOTES

10.

11.

12.
13.

. Matthew Wang significantly updated this chapter to incorporate more recent risk management

approaches and concepts. Yury Krongauz enhanced the Key Rate Duration section by providing
additional details on wave shocks (Section 2.4.1). Jack Hattem authored the section on Option
Usage in Portfolio Management (Section 2.5.2). Additionally, David Greenberg authored the
section on Duration Times Spread (Section 2.6.2). Finally, Stephen Henry-Rerrie helped to update
the charts and graphs included in this chapter.

. Interest rates can be defined in many different ways, including yield-to-maturity (if they can be

meaningfully computed), parallel movements of the term structure of spot rates, etc. For the pur-
poses of this discussion, price dependencies on parallel changes in interest rates are used to illustrate
the shapes of price/yield functions.

. For illustrative purposes, a 30-year Treasury was modeled.

See Macaulay, 1938, and Weil, 1973.
See Fabozzi, 1988.

. In this book, the terms price volatility and volatility of prices are used interchangeably.
. This interesting observation was pointed out to us by our former colleague Irwin Sheer.
. It has become customary to say “10 years” when referring to duration of 10. This is due to the fact

that the first measure of duration, Macaulay duration, was interpreted as the present value-weighted
term-to-maturity.

. For an excellent review of different types of yield curves, see Ilmanen, 1995, and Anderson et al.,

1997.

Zero volatility spread is a special case of OAS discussed in detail in Section 2.2.2. The abbreviation
ZVO0 is due to the fact that zero volatility spread is often referred to as zero volatility option-adjusted
spread.

For an overview of OAS models, the reader is referred to the chapter by Audey et al., 1995, as well
as Chapters 29 and 30 in Fabozzi, 1995a.

See Black and Scholes, 1973.

See Kao, 1999.
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14.

15.

16.

17.
18.
19.

20.

21.

22.

23.
24.
25.

26.

27.
28.
29.
30.
31.

32.
33.

34.

This purely technical phenomenon is due to the widely used practice of hedging the primary issuance
of spread products with on-the-run Treasury securities as well as to the use of OTR TSY in imple-
menting directional interest rate bets.

Throughout the book, unless stated otherwise, OASs are assumed to be continuously compounded
and computed off of spot curves. Note that OAS numbers are sensitive to the methods by which
spot curves are constructed as well as to the compounding conventions.

With respect to spread-sensitive securities, their price sensitivity to Treasury rates (OAD) should
be distinguished from price sensitivity to credit spreads as measured by spread duration (Section
2.6.1). For instance, a floating rate note that resets on a quarterly basis has a large sensitivity to
credit spreads and a very small sensitivity to Treasury rates.

See Kao, 1999.

We would like to thank our former colleague Pavan Wadhwa for his help with this section.

Carry is the total expected yield (or return) associated with holding a position. Carry incorporates
the net coupon, the impact of time, and the cost of financing.

Because of fixed-income markets’ conventions of reporting duration and convexity, the actual com-
putations in Table 2.3 use the following formula for duration drift: OAD Drift = 11% -(OAC- 100 -
OAD?) = OAC — 240,

Obviously, practitioners need to use their judgment regarding their proposed range of shocks. Cer-
tainly, the plausibility of a shock to a given yield curve is not independent from the current level of
the yield curve.

More advanced and generalized Market-Driven Scenario analysis is discussed in Chapter 5. These
scenarios allow numerous variables, such as OAS, to be perturbed along with yield curves.

The distinct naming of FNMA and FHLMC mortgage securities was removed with UMBS.

See Breeden, 1994.

We would like to thank our former colleague Yury Geyman and colleague Yury Krongauz for their
contributions to the sections on KRDs.

Empirical studies indicate that OAD-neutral yield curve trades are not always entirely insensitive
to the directional interest rate movements because parallel shocks can be correlated with various
yield curve spreads in certain market environments. In order to eliminate sensitivity to directional
market movements more effectively, yield curve trades should be constructed using the first principal
component duration as opposed to OAD.

See Reitano, 1990, and Ho, 1992.

Ar is typically between 20 and 50 basis points.

Thank you to Jack Hattem for authoring this section.

Thank you to David Greenberg for authoring this section.

Investigation of this interesting property of prepayment duration came from our former colleagues
Adam Wizon and Irwin Sheer.

See Ilmanen, 1995-1996.

Tables 2.8 and 2.9 as well as some of the conclusions in this section are based on research by Bill
De Leon and Ben Golub.

Probability distributions of interest rate shocks were used to compute cumulative probabilities in
Table 2.9.
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3.1 PROBABILITY DISTRIBUTIONS OF SYSTEMATIC RISK FACTORS

Changes in default-free interest rates are among the most influential forces affecting prices of
fixed-income securities. Fixed-income risk management therefore must be highly concerned
with analyzing, understanding, and forecasting yield curve movements. This chapter contin-
ues to focus on the first pillar, ex ante risk measurement. For simplicity and without loss of
generality, this section limits the set of systematic risk factors to those representing interest
rates, thus ignoring basis relationships and currency risks. Without substantial methodolog-
ical changes, the majority of results presented here can be extended to include additional
systematic risk factors. For reasons that will be apparent momentarily, this chapter will
assume that interest rate movements are described by fluctuations of spot curves and so will
use the terms yield curve and spot curve interchangeably.

When estimating fair values of fixed-income securities, valuation models use spot curves
to compute present values of expected future payoffs (Equation 2.17). Different types of
spot curves and methods by which they are constructed correspond to a variety of market
conventions that assign the appropriate spot curve for each asset class. For instance, US
Treasury securities, futures and options on US Treasury securities, agency bonds, and cor-
porate and mortgage-backed securities use the spot curve constructed from the US Treasury
market. On the other hand, dollar-denominated interest rate derivatives, including swaps,
swaptions, and interest rate caps and floors are usually valued on the spot curve bootstrapped
from the markets linked to interbank lending rates or their successors, such as the Secured
Overnight Financing Rate (SOFR). Since generalized pricing models need to be able to dis-
count cash flows over a wide range of maturities, representing spot curves as continuous
functions is convenient.? However, such continuous representations seriously complicate the
task of modeling yield curve dynamics, especially using statistical methods. To describe spot
curve movements in a simpler and more intuitive setting, spot curves can be discretized, and
their movements can be represented as vectors of changes of selected points, that is, key rates
(see Section 2.4.1).
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Deterministic measures of interest rate exposure estimate the potential gains or losses
resulting from hypothetical what-if interest rate scenarios:

® Option-adjusted duration (OAD) estimates the price sensitivity to small parallel spot
curve movements.

® Interest rate scenario analysis calculates price as a function of parallel changes in the spot
curve.

m Key rate durations (KRDs) measure the price sensitivity to nonparallel changes in the
spot curve.

As an important extension of nonstochastic risk methodologies described in Chapter 2,
statistical measures of risk synthesize information about market exposures with assumptions
about the probability distributions of systematic risk factors. Of course, this entails the speci-
fication of the functional form of these probability distributions and the statistical estimation
of their parameters. Recall that when computing fair values of fixed-income securities, valua-
tion models use stochastic processes to describe the evolution of interest rates* over time.
Some of the earlier interest rate models (e.g., Ho-Lee, Hull-White) presumed changes in
interest rates to be normally distributed. Since this assumption may cause interest rates to
become negative under certain interest rate scenarios, the next generation of interest rate mod-
els (e.g., Black-Derman-Toy, Black-Karasinski) eliminated the possibility of negative interest
rates by defining the probability distribution of changes in interest rates as log-normal, at
the cost of analytical tractability and absence of volatility skew observed in the markets.
Then, global monetary policy chose to make a lie out of the non-negativity assumption, and
interest rates fell to near zero and even to negative interest rates, particularly in European mar-
kets. This lets us revert to use the normality assumption for interest rates without too many
apologies.

In contrast to valuation models that need to project interest rates over the entire life of a
fixed-income security in order to compute the mathematical expectation of discounted future
payoffs, fixed-income market risk management typically deals with much shorter horizons,
for example, 1 day, 1 month, or 1 year. Similar to earlier interest rate models, it is often ana-
Iytically convenient to assume for risk management purposes that changes in systematic risk
factors are random variables that follow a joint multivariate normal distribution.® Consistent
with the majority of interest rate models that presume interest rates to be mean-reverting, risk
management typically postulates that the population mean of changes in systematic risk fac-
tors is zero, ignoring the actual sample mean of the data series that may be reflective of the
recent market trends, if any.® However, while accurately modeling the business-as-usual part
of the empirical probability distributions of interest rates, basis risk factors, and currencies,
normal (and, for that matter, log-normal) distributions do not capture the fat tails present in
the distributions of many financial time series. From now on, unless stated otherwise, future
changes in systematic risk factors are assumed to jointly follow a multivariate normal distri-
bution with zero mean. To fully define such a distribution, correlations and volatilities (or,
equivalently, the covariance matrix) of changes in systematic risk factors need to be statisti-
cally estimated from the historical data. In this chapter, the set of risk factors will be limited to
the set of key spot rates. Table 3.1 presents correlations and volatilities from Aladdin, which
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uses 252 exponentially weighted daily observations with a decay factor of 0.98 and 5-day
overlap (to mitigate the discontinuities of different markets’ time zones).

A closer look at the distribution of US key spot rates (Table 3.1) leads to a number of
interesting observations. First, notice that the term structure of volatility (TSOV) of changes
in spot rates is not flat: it increases sharply from the 3-month to the 15-year points, and then
declines slightly between the 15-year and the 30-year points. Second, note that changes in key
spot rates are generally highly correlated. Especially high correlations are exhibited within
the following blocks: short (2 and 3 year), intermediate (5, 7, and 10 year), and long (10, 15,
20, 25, and 30 year). The 3-month rate is rather loosely correlated with the rest of the rates,
while the 1-year rate is moderately correlated.

Yield curve dynamics can and do change dramatically from time to time. For instance,
correlations and volatilities of changes in US key spot rates on 3/16/2020 paint a different
picture, as shown in Table 3.2. According to the data and consistent with intuition, due to
the Coronavirus pandemic, the US Treasury market was dramatically more volatile in March
2020 than it was in January 2020. In particular, the 2-year spot rate volatility doubled while
rates at the intermediate and long end of the yield curve were approximately 70% more
volatile compared to January 2020. The correlation matrix similarly reveals changes in the
market’s dynamics. Correlations increased across the term structure at the front end of the
yield curve and then continued to increase at the long end.

The conceptual challenges of forecasting correlations and volatilities of systematic risk
factors deserve a separate discussion since statistical measures of risk are very sensitive to the
methods used to estimate the parameters of probability distributions. A variety of time series
analysis techniques offer methodological flexibility in computing covariance matrices, includ-
ing detrending, exponential weighting of observations, variable time intervals over which
distribution parameters are estimated, and so forth. However, the burden of choosing the
most appropriate approach lies on the shoulders of the user and must reflect his or her views
on several crucial, almost ideological, issues:

® Relevance of long-term history. Long-term history (going back, say, 10 years) is appli-
cable to forecasting future events only if the market is believed to have remained fun-
damentally unchanged over the period. In this context, permanent paradigm shifts (or
structural breaks) need to be distinguished from the transitory shocks to the system that
have only a temporary effect.

n Weighting of observations. From a purely statistical perspective, more recent observa-
tions tend to be better predictors of near-term future events than the more distant ones.
By applying exponentially declining weights to older observations, transitions from one
market regime to another can be captured quickly.

3.2 PRINCIPAL COMPONENT ANALYSIS: THEORY AND APPLICATIONS

3.2.1 Introduction

When vyield curve risk is measured via deterministic approaches, characterizing interest rate
movements in terms of key rates can be both intuitive and analytically appealing. However,
due to their correlation and volatility structure, key rates are less efficient in describing the



TABLE3.1 Correlations and Volatilities of US Key Rates from Aladdin Daily Dataset (as of 1/31/2020)

3M 1Yr 2Yr 3Yr 5Yr 7Yr 10Yr 15Yr 20Yr 25Yr 30Yr

Rates/Spreads 1.61 1.51 135 131 135 143 154 179 195 208 218
Vol of Changes in 33.86 36.19 60.14 66.77 72.42 74.19 75.43 75.49 74.54 73.43 72.62

Spot Rates (bp)

Correlation Matrix ~ Tsy 3M 1.00 0.57 0.35 0.31 0.27 0.25 0.22 0.17 0.16 0.15 0.15
Tsy 1Yr 0.57 1.00 0.87 0.83 0.79 0.76 0.72 0.66 0.64 0.63 0.62

Tsy 2Yr 0.35 0.87 1.00 0.99 0.96 0.92 0.87 0.83 0.81 0.80 0.79

Tsy 3Yr 0.31 0.83 0.99 1.00 0.99 0.96 0.93 0.89 0.87 0.86 0.84

Tsy SYr 0.27 0.79 0.96 0.99 1.00 0.99 0.97 0.94 0.93 0.91 0.90

Tsy 7Yr 0.25 0.76 0.92 0.96 0.99 1.00 0.99 0.97 0.96 0.94 0.93

Tsy 10Yr 0.22 0.72 0.87 0.93 0.97 0.99 1.00 0.99 0.98 0.97 0.96

Tsy 15Yr 0.17 0.66 0.83 0.89 0.94 0.97 0.99 1.00 1.00 0.99 0.98

Tsy 20Yr 0.16 0.64 0.81 0.87 0.93 0.96 0.98 1.00 1.00 1.00 0.99

Tsy 25Yr 0.15 0.63 0.80 0.86 0.91 0.94 0.97 0.99 1.00 1.00 1.00

Tsy 30Yr 0.15 0.62 0.79 0.84 0.90 0.93 0.96 0.98 0.99 1.00 1.00

Source: BlackRock Aladdin, January 31, 2020.

Note: Computed based on equally weighted (DLY) BlackRock Solutions values.
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TABLE3.2 Correlations and Volatilities of US Key Rates from Aladdin Daily Dataset (as of 3/16/2020)

3M 1Yr 2Yr 3Yr 5Yr 7Yr 10Yr 15Yr 20Yr 25Yr 30Yr
Rates/Spreads 0.35 0.51 0.55 0.56 0.65 0.75 0.81 1.08 1.28 1.46 1.60
Vol of Changes in 169.8 134.4 121.1 117.5 115.6 116.3 121.5 119.9 1211 122.9 125.4
Spot Rates (bp)
Correlation Matrix Tsy 3M 1.00 0.93 0.79 0.74 0.69 0.68 0.71 0.68 0.65 0.61 0.57
Tsy 1Yr 0.93 1.00 0.94 0.91 0.87 0.86 0.85 0.80 0.76 0.72 0.68
Tsy 2Yr 0.79 0.94 1.00 0.99 0.97 0.95 0.92 0.84 0.80 0.76 0.73
Tsy 3Yr 0.74 0.91 0.99 1.00 0.99 0.97 0.93 0.86 0.82 0.78 0.75
Tsy SYr 0.69 0.87 0.97 0.99 1.00 0.99 0.96 0.90 0.86 0.83 0.81
Tsy 7Yr 0.68 0.86 0.95 0.97 0.99 1.00 0.98 0.93 0.90 0.88 0.86
Tsy 10Yr 0.71 0.85 0.92 0.93 0.96 0.98 1.00 0.98 0.96 0.95 0.93
Tsy 15Yr 0.68 0.80 0.84 0.86 0.90 0.93 0.98 1.00 0.99 0.98 0.96
Tsy 20Yr 0.65 0.76 0.80 0.82 0.86 0.90 0.96 0.99 1.00 0.99 0.98
Tsy 25Yr 0.61 0.72 0.76 0.78 0.83 0.88 0.95 0.98 0.99 1.00 1.00
Tsy 30Yr 0.57 0.68 0.73 0.75 0.81 0.86 0.93 0.96 0.98 1.00 1.00

Source: BlackRock Aladdin, March 16, 2020.

Note: Computed based on equally weighted (DLY) BlackRock Solutions values.
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dynamics of interest rates from the statistical perspective. Having said that, historical corre-
lations and volatilities can still provide useful inferences about the behavior of the different
parts of the yield curve. For instance, the 20- to 30-year key spot rates are typically highly
correlated and exhibit similar volatilities (Tables 3.1 and 3.2). This knowledge can be effec-
tively used in assessing the likelihood of a steepening or a flattening of the spot curve between
the 20- and the 30-year maturities. Unfortunately, Tables 3.1 and 3.2 alone do not allow us
to address a whole class of questions dealing with the dynamics of the yield curve as a whole;
for example, what normally happens to the rest of the yield curve when the 10-year spot rate
rallies by a given number of basis points?

Principal components analysis (PCA) is a statistical technique that examines, models,
and reveals the variance/covariance structures of multivariate systems. Via a mathematical
transformation, PCA can replace a large number of the interdependent variables with a small
set of new, uncorrelated composite variables called principal components, thus allowing for
a more parsimonious description of the system’s dynamics. Widely employed in geological,
environmental, and other natural sciences for many decades, PCA was first applied to equity
markets in the 1980s and to fixed-income markets in the late 1980s/early 1990s, and has
been of interest to academics and practitioners ever since.” Due to the latent statistical nature
of principal components and the inability to directly observe them in the market, their use in
portfolio management and trading has been relatively limited.®

In fixed-income analysis, principal components have a very intuitive interpretation as the
most dominant and characteristic yield curve shocks’ (Exhibit 3.1). Using PCA, researchers
identified that the first three principal components, level, steepness, and curvature typically
explain anywhere between 95% and 99% of returns on US fixed-income securities over time.
In the language of statistics, it is equivalent to saying that the first three principal components
explain the vast majority of the total variability of the yield curve.

In this book, principal components are analytically derived from the variance/covariance
matrix of changes in systematic risk factors. This streamlines computations (since no addi-
tional regressions or historical fittings are required) and enables principal components to
incorporate the assumptions built into the estimation of the underlying covariance matri-
ces. For instance, principal components can be based on covariance matrices computed using
exponentially weighted observations, creating a tool that captures changes in the market
environment virtually instantaneously. At the same time, the shapes of the principal com-
ponents’ yield curve shocks are determined by the historical data instead of being postu-
lated a priori. Namely, the first principal component is not assumed to be a parallel spot
curve shock.'® As demonstrated later in this chapter, the “humped” shape of the first prin-
cipal component is an important piece of information that should not be ignored; it can be
effectively used when placing yield curve bets or gaining intuition behind extreme market
movements. Moreover, when not accompanied by the proper adjustment of other princi-
pal components, the assumption that the shape of the first principal component is parallel
causes principal components to become correlated. Since in certain instances it is still ana-
lytically convenient to assume that the most dominant yield curve movement is parallel,
there exists a way to transform the coordinate system, turning the first principal component
into the parallel shock and adjusting the shapes of other principal components accordingly
(Section 3.3).
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EXHIBIT3.1 Annualized Principal Components Spot Curve Shocks (as of 1/31/2020)
Source: BlackRock Aladdin, January 31, 2020.

3.2.2 Principal Components Analysis

Changes in systematic risk factors are assumed to follow a joint multivariate normal distribu-
tion with zero mean. To fully define such a distribution, it suffices to specify the covariance
matrix ¥ of changes in risk factors, which, for our purposes, are assumed to be key spot
rates. PCA attempts to describe yield curve movements as parsimoniously as possible. It uses
the original set of interdependent variables (key rates) to construct a set of new compos-
ite variables—principal components. Principal components are, by construction, the linear
combinations of changes in the original key rates:

pi= ZP;‘,/ - Ar; (3.1)
i=1

where p; are principal components (random variables), A7; are changes in key rate points on
the spot curve (random variables), and p;, ; are the principal components’ coefficients or factor
loadings. Note that under the assumption that changes in key rates follow a multivariate
normal distribution, principal components are normally distributed as well. Equation 3.1
can be rewritten in matrix terms as follows:

P1 Pia o Pial| [An

Pn pn,] pn,n Arn
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or equivalently

p=Q-7 (3.3)

where Q = {p, ;} is the matrix of principal components’ factor loadings, and p and 7 are the
vectors of principal components and changes in key spot rates, respectively. While practition-
ers often use the term principal components when referring to random variables p; as well as
factor loadings, (p; 1, ..., p;,), the meaning is usually clear from the context.

The system of yield curve movements is #z-dimensional. Key spot rates fully describe any
spot curve movement and therefore, in the language of mathematics, constitute the basis
or coordinate system. Principal components form a different coordinate system in the space
of spot curve changes. The process of constructing principal components can therefore be
thought of as a geometrical transformation between the two coordinate systems, schemati-
cally presented in Exhibit 3.2.

Equations 3.1-3.3 show the transition from the basis of key spot rates to the coordinate
system of principal components. Later in this chapter it will be shown that the matrix of prin-
cipal components’ factor loadings is orthogonal by construction, and therefore the following
equations describe the reverse transformation, from principal components to key spot rates:

Ary= Y pi;b; (3.4)
=1

J

Equation 3.4 can be written in matrix terms as follows:

Ary P11 0 Pua| [ P1
=l o ] (3.5)
Arﬂ pl,n pn,n 2
or equivalently,
7=Ql.p (3.6)
Key Rates Principal Components
3-mo PC_3
1-yr Equation 3.1 —3.3
Equation 3.4 - 3.6 PC 2
20-yr
30-yr PC_1

EXHIBIT3.2 Transition from One Coordinate System to Another: Interdependent Key Rates Versus
Uncorrelated Principal Components
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Before we proceed to the derivation of principal components’ factor loadings, the fol-
lowing important concepts need definition:

u The total variability of a given dynamic system is a measure of how jointly volatile are all
the variables that belong to this system. For instance, during the onset of the Coronavirus
pandemic in the United States, the total variability of US interest rates was high, while
in January 2020 it was low. The formal definition of total variability will be presented
later in this chapter. For now, it suffices to note that total variability can be analytically
computed from the covariance matrix X of key rate changes.

m The percentage of the total variability explained by the given variable is the ratio of this
variable’s variance to the total variability of the system. By definition, this statistic can
take on values between 0% and 100%. In this book, the terms the percentage of the total
variability explained by a variable and the explanatory power of this variable will be used
interchangeably.

Principal components can be obtained from the covariance matrix X via the following
optimization problem. By repeatedly searching through all possible linear combinations of
changes in key rates as shown in Equation 3.1:

1. The linear combination of key rate changes that explains the largest percentage of
the total variability in the system is determined. The unit-length vector of factor loadings
(P1.1s---+P1,,) in this linear combination corresponds to the first principal component p;.

2. The remaining variability in the system, not explained by the previously selected principal
components, is computed. The next linear combination of length 1 is then found, such
that
® it explains the largest percentage of the remaining variability in the system and
® it is uncorrelated with all previously selected principal components.

3. Step 2 is continued until all principal components are determined. By construction, each
principal component explains the largest percentage of variability in the system not
explained by all previously selected principal components and is uncorrelated with all of
them. As mentioned before, the principal components’ factor loadings are constructed
to be of length 1:

While it is intuitive to think about principal components from the previously described
optimization viewpoint, in practice, principal components are typically analytically derived
from the covariance matrix of key rate changes. It can be shown!! that the principal com-
ponents’ factor loadings (p;1.....p;,) are the eigenvectors of the covariance matrix X or,
equivalently, the unit-length solutions of the following equation:

bia bia
ol =4 (3.8)
pi,n pi,n
The real numbers 4; are, in turn, the solutions of the following equation:
det(Z—1-1)=0 (3.9)

where I is the identity matrix and det(X) is the determinant of a matrix X.
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The matrix notation can be used to rewrite Equation 3.8 as follows:

T
A 0 P11 - DPin P11 - DPin
=|... ... ... |-= ... ... ... (3.10)
0 /171 pn,l pn,n pn,l pn,n
or equivalently,
A=Q.-3.QT (3.11)

where A is a matrix with 4; on the diagonal and zeros elsewhere, and Q, as before, is the matrix
of principal components’ factor loadings. Since the rows of the matrix Q are by construction
linearly independent unit-length vectors, Q is an orthogonal matrix:!2

Q=07 (3.12)

It can be shown that the eigenvalues 4; of the covariance matrix X are the variances of
the principal components p;:
A = (p;) (3.13)

As already mentioned, under the assumption that changes in key spot rates follow a mul-
tivariate normal distribution, the entire knowledge about the historical behavior of interest
rates is contained in the original covariance matrix X. PCA provides an alternative description
of the yield curve dynamics, transforming the information contained in X into:

® the vector A = (44, ..., 4,) of principal components’ variances and
® the matrix Q of principal components’ factor loadings.

The two important concepts introduced earlier in this section can now be formally
defined. Since any yield curve movement can be described by the set of uncorrelated principal
components, the total variability of the system is the sum of the principal components’
variances:

Total Variability = Z A (3.14)
j=1

As mentioned before, the percentage of the total variability explained by a given variable
is the ratio of its variance to the total variability of the system. The percentages of the total
variability of yield curve movements explained by principal components (or their “explana-
tory powers”) can therefore be obtained from the following formula:

{ = (3.15)

Explanatory powers of principal components provide important information about the
dynamics of interest rates. They can be used to determine how many risk factors are needed
to approximate yield curve movements with a sufficient degree of accuracy. For instance, in
market environments when the explanatory power of the first principal component is over
95%, describing interest rate movements with a single risk factor is adequate. On the other
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hand, when the explanatory power of the first principal component is low, two or even three
principal components may be required. As mentioned earlier, as an empirical observation,
the first three principal components explain almost the entire yield curve variability in the
majority of market environments.!3

The principal components’ factor loadings (p; 1, . . ., p,,,) reflect the historical relationship
among key spot rates and have a very intuitive interpretation. They visually depict the shape
of the most dominant yield curve movements, that is, principal components. For reasons that
will be described in Section 3.3, the principal components, yield curve shocks can be obtained
by multiplying the vectors of factor loadings (p, ;. ....p;,) by the one standard deviation \/Z
of principal components.

Table 3.3 illustrates the derivation of principal components on 1/31/2020 from the
covariance matrix of changes in US key spot rates obtained from the Aladdin dataset. On
1/31/2020, 92% of the spot curve variability was explained by the first principal component,
97% by the first two, and 99% by the first three. Needless to say, the explanatory powers
of principal components are functions of the market environment. Table 3.4 demonstrates
PCA on 3/16/2020. Notice that the explanatory power of principal components declined
on this date. The first principal component explains only 85%, while the first two principal
components explain 95% and the first three, 99%. Tables 3.3 and 3.4 also show the principal
components’ factor loadings (p, ;. ....p;,) as well as the corresponding annualized interest
rate shocks. Notice the change in the shape of the first principal component between the two
dates. Looking at January through March 2020, the loading on the front end of the curve is
higher than on the back end.

3.2.3 The First Principal Component and the Term Structure of Volatility

The lack of intuition about principal components has limited their use in portfolio manage-
ment and trading. This section attempts to reduce this obstacle by demonstrating that in the
majority of market environments, the shape of the first principal component resembles that
of the TSOV of changes in US spot rates. This phenomenon is a consequence of the fact that,
except for the very short end of the yield curve, changes in US Treasury spot rates are typ-
ically highly correlated during business-as-usual regimes (Tables 3.1 and 3.2). Interest rate
movements tend to become even more synchronized during most market crises, resulting in
even higher correlations.!* Exhibit 3.3 compares the shape of the first principal component
and that of the TSOV on 1/31/2020. Notice that the two curves are almost identical near the
most volatile part of the spot curve (2-10 years) and diverge moderately near both the short
and the long ends of the yield curve.

Let 0; = o(Ar;) and o; = o(Ar)) be the volatilities of changes in key spot rates 7; and 7;,
respectively. Recall that by p; ; and p; ;, we denoted the factor loadings of the first principal
component corresponding to 7; and 7;

The approximation “the shape of the first principal component resembles that of TSOV”
can be written as the following approximate relationship:

% Pl (3.16)
oj D1,

It can be shown that the factor loadings p; ; and p ; of the first principal component can
be obtained via the following regression-like formula:!

_ P1i 0

\/Z

P (3.17)



TABLE3.3 Principal Components Analysis of Spot Curve Movements (as of 1/31/2020)

Factor Loadings

Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy PC PC Var Cvar

3M 1Yr 2Yr 3Yr 5Yr 7Yr  10Yr 15Yr 20Yr 25Yr 30Yr Var Vol Expl Expl
Principal 1 -38 -12.8 -25.7 -29.9 -33.6 -34.8 -355 -352 -345 -338 -33.1 448 212 92% 92%
Components 2 37.1 374 453 371 227 100 -6.6 -21.5 -27.5 =302 -31.6 027 0.52 6% 97%
3 852 -20.8 22.3 25.2 19.9 100 -22 -69 -109 -144 -172 0.09 0.31 2% 99%
4 -241 50.0 31.5 53 -25.5 -387 -309 -16.8 24.7 43.5 0.03 0.16 1% 100%
5 273 =729 312 265 2.3 -16.5 -20.8 -21.1 127 30.1 0.02 0.13 0% 100%
6 -34 10.7 =357 =77 32.7 36.7 2.0 -524 -359 4.7 454 0.00 0.06 0% 100%
7 =33 -6.0 334 -18.7 -436 1.7 735 -171 =260 -89 11.6 0.00 0.04 0% 100%
8 -02 57 -437 562 106 -57.0 384 -2.3 -3.1 24 0.00 0.02 0% 100%
9 =03 14 -22.8 52.9 -65.0 47.1 -14.9 -2.4 1.3 -0.3 0.00 0.01 0% 100%
10 0.1 -02 -0.7 1.5 -15 -01 -141 669 -652 -157 28.7 0.00 0.00 0% 100%
11 0.0 0.0 0.0 -0.1 01 -0.5 -2.0 1.5 -81.3 422 0.00 0.00 0% 100%

Annualized One Standard Deviation Shocks (Basis Points)

Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Var

3M 1Yr 2Yr 3Yr 5Yr 7Yr 10Yr 15Yr 20Yr 25Yr 30Yr Expl
PC 1 Spot Curve Shock -8 =27 -54 —63 =71 -74 =75 -74 =73 =71 =70 92%
PC 2 Spot Curve Shock 19 19 24 19 12 N -3 -11 -14 -16 -16 6%
PC 3 Spot Curve Shock -26 -6 7 8 6 3 -1 -2 -3 -4 -5 2%
Parallel Spot Curve Shock 128 128 128 128 128 128 128 128 128 128 128 82%

PC Var = Principal Components’ Variances times 10,000;

PC Vol = Principal Components’ Volatilities times 100

Var Expl = Percentage of the variance explained;

Cvar Expl = Cumulative percentage of the variance explained.

Source: BlackRock Aladdin, January 31, 2020.
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TABLE3.4 Principal Components Analysis of Spot Curve Movements (as of 3/16/2020)

Factor Loadings

Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy PC PC Var Cvar

3M 1Yr 2Yr 3Yr 5Yr 7Yr  10Yr 15Yr 20Yr 25Yr 30Yr Var Vol Expl Expl
Principal 1 35.6 32.0 29.5 28.7  28.5 29.0 30.9 29.7 293 29.0 288 15.07 3.88 85% 85%
Components 2 66.6 36.7 152 75 =28 8.7 -13.7 -213 -274 -32.8 -37.1 177 133 10% 95%
3 496 -13 -369 -41.0 -381 -28.6 -59 136 223 263 285 0.75 087 4% 99%
4 -259 49.8 28.9 4.6 -183 -25.5 -253 -37.5 -15.1 18.1 49.1  0.05 022 0% 100%
5 =274 378 163 23 243 -343 -9.1 500 360 -3.6 -43.5 0.04 020 0% 100%
6 -19.9 60.0 —49.0 -37.2 11.0 39.0 196 -26 -86 -81 -62 0.01 012 0% 100%
7 -46 24 159 -02 -43.6 -156 833 -64 -214 -117 2.0 0.00 0.05 0% 100%
8 12 -106 571 -57.7 -26.0 484 -143 2.1 51 -0.1 -5.6 0.00 003 0% 100%
9 0.4 1.1 =225 51.8 —-64.1 48.2 -19.3 2.0 1.6 1.3 0.3 0.00 001 0% 100%
10 -0.1 0.1 =17 24 -1.1 1.4 144 -67.1 650 153 -28.6 0.00 0.00 0% 100%
11 0.0 0.0 0.0 0.0 0.0 -03 -21 1.6 399 -81.3 422 0.00 0.00 0% 100%

Annualized One Standard Deviation Shocks (Basis Points)

Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Tsy Var

3M 1Yr 2Yr 3Yr 5Yr 7Yr 10Yr 15Yr 20Yr 25Yr 30Yr Expl
PC 1 Spot Curve Shock 138 124 115 111 111 113 120 115 114 113 112 85%
PC 2 Spot Curve Shock 89 49 20 10 —4 -12 -18 -28 -36 —-44 -49 10%
PC 3 Spot Curve Shock 43 -1 -32 -36 -33 -25 -5 12 19 23 25 4%
Parallel Spot Curve Shock 387 387 387 387 387 387 387 387 387 387 387 85%

Source: BlackRock Aladdin, March 16, 2020.

n
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EXHIBIT3.3 The First Principal Component Shock and TSOV (as of 1/31/20)
Source: BlackRock Aladdin, January 31, 2020.

_ P19
Vi

where p; ; and p, ; are the correlations between the first principal component and the changes
in key spot rates 7; and 7;, respectively.

Because the first principal component is constructed to explain the maximal percentage
of the total variability in the system, the high correlation among changes in spot rates makes
the first principal component highly correlated with them as well:

b1, (3.18)

Combining Equations 3.16-3.19 yields

P1,i 0
Pri _ vVu _ P 0 0 (3.20)
pij ZLZ pyy 0 o

Vi

Equation 3.20 illustrates that in market environments characterized by highly correlated
spot rates, the shape of the first principal component resembles that of TSOV. Since correla-
tions among spot rates typically increase during the periods of market turmoil, practitioners
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often witness large-move days reflecting “more of a level [the first principal component and
not parallel!] shift in interest rates.”'® In other words, in the time of crisis all spot rates typi-
cally move in the same direction, and the relative magnitudes of their respective changes are
determined by their historical volatilities.

Results obtained in this section argue that contrary to some of the existing practices,
the first principal component should not be assumed or explicitly forced to be a parallel spot
curve shock. Principal components whose shapes are determined by data rather than specified
a priori can provide valuable insights into the interest rate movements and also can assist in
formulating yield curve bets.

17

3.2.4 Example: Historical Steepeners and Flatteners of the US Treasury Curve

The similarity between the shape of the first principal component and that of TSOV has a
number of implications. The most interesting among them deals with the interest rate direc-
tionality of changes in the shape of the yield curve. More specifically, the shape of the first
principal component points to a market phenomenon very familiar to fixed-income traders:
when the market rallies, the yield curve often flattens, and when the market sells off, the
yield curve steepens. In fact, this observation can be reached theoretically as well. Notice that
according to the shape of the first principal component, the factor loading of the 2-year rate
is smaller than that of the 30-year rate. Therefore, if the market rallies, the 2-year rate will
typically decrease less than the 30-year rate, causing the spot curve to flatten.

Two simple experiments dealing with spot and on-the-run US Treasury curves were con-
ducted to investigate whether the market data supports these analytical results. Monthly
changes in the level and slope of the US spot and OTR curves were considered. In each
experiment, the market was called bull if the 10-year key rate (spot or OTR, depending on
the experiment) fell more than 15 basis points, bear if it rose more than 15 basis points,
and unchanged otherwise. Likewise, a change in the slope of the yield curve (spot or OTR,
depending on the experiment) was defined as a steepening if the spread between the 2- and
the 30-year rates increased by more than 5 basis points, flattening if it decreased by more
than 5 basis points, and unchanged otherwise. Exhibits 3.4 and 3.5 contain the results of
these rudimentary empirical investigations.

Over the 5-year period (January 2015-January 2020), there were six instances of bull
flattening and five instances of bear steepening, but only one instance of bull steepening and
three instances of bear flattening.

The empirical data seems to support the observation that changes in the slope of the
yield curve are consistent with those implied by the shape of the first principal component.
Therefore, if a large market movement is expected as a result of an economic data release or
any other exogenous event, forecasting the change in the shape of the yield curve using the
first principal component seems to be the most historically plausible alternative. However,
since the first principal component only deals with the directional yield curve movements,
twists and other types of changes in the shape of the yield curve (that correspond to the
second and third principal components) were not accounted for by our experiments.
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Frequency (%)
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EXHIBIT3.4 Relationship Between Changes in the Level and the Slope of the US TSY Spot Curve
Source: BlackRock Aladdin, January 31, 2020.
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EXHIBIT3.5 Relationship Between Changes in the Level and the Slope of the US OTR TSY Curve
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Source: BlackRock Aladdin, January 31, 2020.
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3.3 PROBABILITY DISTRIBUTIONS OF INTEREST RATE SHOCKS

Many areas of portfolio and risk management make extensive use of hypothetical “what-if”
scenarios that describe the evolution of interest rates over time. Analyses of this type are
often formulated in terms of spot curve shocks that are expected to occur instantaneously
or over a specified horizon. The popularity of these methods is due to the fact that KRDs
of fixed-income portfolios and securities allow for the approximation of potential gains and
losses associated with a given interest rate movement (Equation 2.37). Earlier in this book
(Chapter 2), we discussed approaches to measuring interest rate exposure.

The remainder of this chapter is more suitable for the mathematically inclined reader. This
section studies stochastic behavior of interest rate shocks using the framework inspired by
PCA.'8 Operating under the assumption that changes in spot rates are normally distributed,
it will be demonstrated that any spot curve movement is in one-to-one correspondence with
a realization of a standard normal random variable.' This allows the likelihood associated
with any movement of the yield curve to be judged. For instance, if it is determined that a given
interest rate shock corresponds to a three standard deviation realization of the underlying
standard normal variable, such a movement of interest rates will be deemed unlikely from
a historical perspective. The ability to derive probability distributions of interest rate shocks
of arbitrary shapes also enables the construction of coordinate systems other than principal
components or key rates. Thus, the coordinate system of principal components can be rotated,
turning the first principal component into a parallel shock. This knowledge can be utilized
by the risk management methodologies (e.g., interest rate scenario analysis) that model the
price sensitivity in terms of parallel spot curve movements or explicitly assume that the first
principal component is parallel.

As studied in Section 3.2.2, the dynamics of interest rate movements can be equivalently
described via two different coordinate systems: random changes in key spot rates (Ar;) and
random changes in principal components (p,). In this section, we deal with both historical
and hypothetical interest rate shocks—particularly realizations of Ar; and p;. If key spot rates
and principal components can be thought of as random variables spanning the respective
coordinate systems, a given yield curve movement (a realization of Ar; and p;) corresponds to
a vector of coefficients. We will adopt the following notation. From now on, the subscripts
KR and PC next to a vector of coefficients will indicate that this interest rate shock is a
realization of key spot rates or principal components, respectively. For instance:

2=(Z1,...Zn)KR (321)

denotes an interest rate shock that is written in terms of changes in key rates, where the first
key rate is shocked by z; basis points, the second key rate by z, basis points, and so forth.
The same spot curve shock z can be represented as a realization of principal components as
well:

z=(U1,...Un)PC (3.22)

Recall that Equations 3.1-3.6 describe the relationship between the coordinate systems
of key rates and principal components. Thus, when applied to the interest rate shock z,
Equation 3.5 can be rewritten as follows:

2 P11 DPun vy n | Pi1

Xv;

1

. (3.23)
2y pl,n pn,n Uy i=1 pi,n
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Equation 3.23 reveals that any interest rate shock can be written as a sum of the prin-
cipal components’ factor loadings multiplied by the realization of the appropriate principal
component. For any arbitrary change in key spot rates, there exists a unique set of realiza-
tions of principal components. Moreover, these realizations can be determined analytically.
Conversely, any realization of principal components unequivocally implies a unique change
in spot key rates.?’

Another important corollary of Equation 3.23 lies in the ability to construct principal
components’ yield curve shocks. Thus, the one standard deviation change in the first prin-
cipal component has the following representation in the (orthogonal) coordinate system of
principal components:

One SD PC, = <\/x_,o,...,o)PC (3.24)

where 1/, as before, is one standard deviation of the first principal component. When writ-
ten in terms of changes in key rates, the first principal component shock has the following
representation:

P11 o Dua| | VA
OneSDPC, =| ... ... ...|-]... =(\/,1]-pl,l,...,\/,al-pl,n)m (3.25)
pl,n pn,n 0

When speaking about principal component yield curve shocks, practitioners typically
refer to the expressions given by Equation 3.25. Since one standard deviation has a natu-
rally embedded notion of horizon (daily, monthly, or annual standard deviation), the corre-
sponding principal components shocks are defined for the same horizon as well. Annualized
principal components of the US Treasury spot curve are presented in Exhibit 3.1.

Before proceeding to deriving the probability distributions of interest rate shocks, con-
sider the following definition. Suppose zZ = (24, . .., 2,)gg and x = (xq, ..., x,)gg are spot curve
shocks represented as vectors of changes in key rates. Interest rate shocks z and x are said
to be of the same shape if one can be obtained from the other via scaling by a real nonzero
number c:

(zl,...,zn)KR=(C-x1,...,c-xn)KR (3.26)

An example of the two shocks of the same shape is presented in Exhibit 3.6.

As mentioned earlier, the dynamic system of interest rate movements is 7#-dimensional.
It is “spanned” by the vector of n key rates or, alternatively, by the vector of » principal
components. While interdependent key rates form a nonorthogonal basis of the space of
spot curve movements, uncorrelated principal components constitute an orthogonal basis.
Clearly, in any n-dimensional space, an infinite number of different coordinate systems exist,
both orthogonal and nonorthogonal.

Suppose T =(zy,...,%,)kr 1S a hypothetical interest rate shock presented in terms of
key rates. In the beginning of this section, it was claimed that any interest rate shock
corresponds to a particular realization of a standard normal random variable. Let us now
establish the relationship between an arbitrary interest rate shock z and the realization
of the underlying random variable. This will allow the probability of z occurring to be
measured.

Recall that principal components’ factor loadings are constructed to be of length 1. Let
us start by analyzing the probability associated with z by constructing a vector (&4, ..., &,) of
unit length whose shape is the same as that of z:



Modeling Yield Curve Dynamics 77

1.4
1.2

0.8
0.6
0.4
0.2

Spot Curve Shock (%)

0 5 10 15 20 25 30 35
Maturity (years)

——— Shock 1 Shock 2

EXHIBIT3.6 Interest Rate Shocks of the Same Shape
Source: For illustrative purposes only.

=12 - &y, -5 EDkR (3.27)

n
where |z| = 1/ Y 22 denotes the length of Z as a vector.
=1
Similar to the definition of principal components (Equation 3.1), a new random variable
& can be introduced as the following linear combination of key rates:

e=Y e ar, (3.28)
=1

where Ar; are changes in key spot rates (random variables). Since € is a linear combination
of several normal variables, its variance is given by the following formula:

2@ =) (G 8D (3.29)

It is now possible to construct a new orthogonal basis of the space of spot curve changes
that is different from the coordinate system of principal components. By design, we will make
& the first element in this basis. This can be achieved by modifying the principal components’
optimization procedure as follows:

1. The percentage of the total variability in the system explained by & is determined.

2. By repeatedly searching through all possible linear combinations of key rates, the next
linear combination is found such that the following are true:
® It explains the largest percentage of the remaining variability in the system, not

explained by the previously selected variable(s).

= It is uncorrelated with all previously selected variable(s).

3. Step 2 is repeated until the entire coordinate system is constructed. Each new element
explains the largest percentage of the variability in the system not explained by all previ-
ously selected variables and is uncorrelated with all of them.
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In the space of yield curve movements, the new orthogonal coordinate system (or basis)
that is different from that of principal components has just been created. By construction, & is
the first element in this basis. Just as any interest rate shock can be represented as a function
of realizations of principal components (Equation 3.23), the analogous result for the newly
constructed coordinate system can be obtained as well:

A?‘l f]
<o | =\ |- &+ other elements of the basis (3.30)

Ar,, g,

or equivalently,

ary la(&) : 51] £ .
e = - —— + other elements of the basis (3.31)
Ar,| lo@-g,] @
It can be seen that
(0(8) - &1, ... 0(8) - Ekr (3.32)

is the one standard deviation shock whose shape is the same as that of Z, and % is a standard

normal variable.

Equations 3.30-3.31 deal with the representation of arbitrary changes in key spot rates
(random variables) in the coordinate system whose first element is £. Following, we apply
these general results to a particular realization of random key spot rates, that is, the shock z.
Due to the orthogonality, z is fully explained by the first element of the basis:

<1 O'(f) ° gl 2
z=|---|=| - |- (3.33)
0| |o@-&] °@
where % is the realization of the standard normal variable corresponding to z
Equation 3.33 has a number of interesting applications, including the ability to compute
a standard deviation of the parallel spot curve shock. This, in turn, allows us to impose a
probabilistic context on interest rate scenario analysis (Section 2.2.4) and other methods that
estimate the price sensitivity of fixed-income portfolios and securities to parallel yield curve
movements. Recall that the traditional approach to interest rate scenario analysis explicitly
sketches out the shape of the price function by repeatedly shocking the spot curve by a given
number of basis points and recomputing the resulting OAVs using a valuation model (Exhibits
2.1 and 2.2). While it is important to know the magnitude of the potential losses associated
with, say, a 150 basis point increase in interest rates over 1 year, it is also useful to know the
likelihood of such an event from a historical perspective. Let us illustrate how to compute the
annualized one standard deviation of a parallel spot curve shock in a given market environ-
ment and then estimate the probability associated with a 150 basis point parallel movement
in interest rates over 1 year.
Assuming that the entire set of systematic risk factors is represented as 11 key spot rates
as shown in Table 3.1 (# = 11), a 150 basis point spot curve shock can be written as follows:

7=(150,...,150)x (3.34)
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Clearly, the interest rate shock of unit length whose shape is the same as that of z is
given by:

1 1
Gl =|—=....— (3.35)
' ! <\/11 \/11>KR

Using the data from Table 3.1 and Equation 3.29, it can be shown that

6(&) = \/ G E1) E - G Ey)T = 199 (3.36)
and hence one standard deviation of a parallel spot curve shock on 1/31/2020 is 199 - \/% =
60 basis points per year (Table 3.3):

(0(&) - &1s---,0(8) - &1)kr = (60, ..., 60)kg (3.37)

Analogous to Equation 3.33, a 150 basis point parallel spot curve shock can be written

as follows:
150 60 ooy 60 60
= Mz 150 _ .. l.25 (3.38)

150 |60 199 60 60

x
I
|

Equation 3.38 demonstrates that on 1/31/2020, the annualized 150 basis point paral-
lel spot curve shock corresponded to a 2.5 standard deviation realization of the underlying
standard normal variable. Since the probability of a continuous random variable taking a
particular value is zero, we can use tables of cumulative normal distributions to describe the
historical likelihood of a given interest rate shock. Thus, on 1/31/2020, the probability of
interest rates increasing by 150 basis points or more (or 2.5 standard deviations or more)
over the course of 1 year was 0.00621. In general, the magnitudes of annualized one stan-
dard deviation parallel shocks vary with market environments, ranging between 75 and 110
basis points, in our experience.

The ability to compute probabilities associated with various parallel spot curve move-
ments can be used in a variety of instances. Thus, in analyzing the impact of time on dynamic
risk characteristics of fixed-income securities within the HROR framework (Section 2.8),
Table 2.9 presented the probability of various interest rate movements as a function of time
to option expiration.

NOTES

1. Parts of this chapter are based on Golub and Tilman, 1997a.

2. Matthew Wang significantly updated this chapter to incorporate more recent risk management
approaches and concepts. Stephen Henry-Rerrie helped to update the charts and graphs included
in this chapter.

3. Construction of well-behaved spot curves that fit data well and do not imply negative forward rates
is a complex valuation problem, which is beyond the scope of this book. For an excellent overview
of this subject, the reader is referred to Anderson et al., 1997.

4. One-factor interest rate models typically specify the stochastic evolution of the short rate over time
(see Cheyette, 1997).
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10.

11.
12.

13.

14.
1S.
16.
17.
18.
19.
20.

. This being said, many risk management applications can and do employ probability distributions

other than normal.

. Using the population mean of zero as opposed to the actual sample mean when computing historical

correlations and volatilities is called detrending. For instance, if the 10-year spot rate increased by
10 basis points in each of the 10 consecutive days, the estimate of volatility of changes computed
around the sample mean (of 10) would be zero, implying the absence of risk. If the dispersion
around the population mean of zero were measured instead, it would properly reflect the actual
volatility of the spot rate.

. See Kuberek, 1990; Litterman and Scheinkman, 1991; and Barber and Copper, 1996.
. The authors are aware of only a handful of proprietary and government trading desks that use

principal components durations in weighting butterfly yield curve trades and in other portfolio
management and trading decisions (see Weir, 1996).

. When creating continuous principal components shocks, their values at the 0-month rate were

extrapolated as zero.

Because they are more intuitive, the shape of the first principal component is sometimes rotated to
be either a parallel OTR or Spot Curve shock (see Wilner, 1996).

See Johnson and Wichern, 1982.

Assuming that all eigenvalues of the covariance matrix X are distinct, orthogonality of principal
components’ factor loadings implies that principal components are statistically uncorrelated (see
Johnson and Wichern, 1982).

It is not true, however, that any hypothetical spot curve shift can be explained by the first three prin-
cipal components. For example, a one standard deviation move in the fourth principal component
cannot be explained at all by the first three principal components.

See Ronn, 1996.

See Johnson and Wichern, 1982.

See Ronn, 1996.

See Willner, 1996.

A technique similar in spirit was also used by Barber and Copper, 1996.

By definition, a standard normal variable N(0,1) has a mean of zero and a standard deviation of 1.
If the number of principal components used to describe a given yield curve shock equals to the
number of key rates, the decomposition is unique and can be obtained analytically. However,
approximating an interest rate shock with a smaller number of principal components requires an
optimization, and the solution is not necessarily unique.
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4.1 INTRODUCTION

Since Harry Markowitz first introduced mean variance analysis in 1952, portfolio volatility
has been a primary measure of market risk. Even after the development of more sophisticated
measures that more accurately capture tail risk (e.g., various forms of Value at Risk [VaR]),
investment risk and performance are usually reported in terms of volatility and Sharpe ratio.
While the focus on volatility has its historical roots in the assumption of normally distributed
returns and mean variance analysis, empirical asset return distributions are well known to
exhibit:

1. fat tails and skewness;
2. time-varying, clustering volatility; and
3. correlation spikes in times of market stress.

As an illustrative example, consider a multi-asset portfolio exposed with equal weighting
to the following;:

Equity (MSCI Emerging market and MSCI World total return)
Currency (GBP/USD)

Commodity (S&P GSCI Commodity market)

Fixed-Income (Lehman High Yield and Treasury Yield) indices

A multi-asset portfolio was selected to illustrate that the empirical regularities are nei-
ther specific to an asset class, nor eliminated by diversification across the asset classes. Daily
returns on the portfolio, presented in the histogram in Exhibit 4.1, exhibit fat tails and neg-
ative skewness—clearly inconsistent, as expected, with the normal distribution fitted to the
sample using maximum-likelihood estimates. Even casual observation of time series plots
of the same portfolio returns in Exhibit 4.2 suggest both time-variation in volatility and the

81
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EXHIBIT4.1 Multi-Asset Portfolio Daily Returns: Normal Versus Empirical?

Source: BlackRock Aladdin, January 2001-November 2019.

Note: The histogram summarizes the frequency distribution of daily returns on the sample multi-asset
portfolio from January 2001-November 2019. The plot maps the in-sample maximum-likelihood esti-
mate of the normal probability density function.
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EXHIBIT4.2 Multi-Asset Portfolio Daily Return Time Series: January 2001-November 2019
Source: BlackRock Aladdin, January 2001-November 2019.
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diversity of asset classes notwithstanding, returns cluster in extremes during and immediately
following the 2008-2009 crisis period.

Such empirical regularities have spawned an enormous amount of literature seeking to
better capture time-series dynamics and thus improve out-of-sample risk forecasts. Much
progress has been made—probably best exemplified by the award of a 2003 Nobel Prize? to
Robert Engle and Clive Granger for pioneering the dominant econometric approach to cap-
turing volatility dynamics. Advances in modeling the dynamics of volatility notwithstanding,
the fat tails of return distributions are only partially accounted for by time-varying volatility.
While returns scaled by time-varying volatility estimates more closely conform to a normal
distribution, such scaling or standardization is not generally sufficient to account for extreme
market movements. Thus, even after accounting for forecastable time-variation in volatility,
empirical asset return distributions remain too fat-tailed to be considered normal.

Despite these challenges, volatility predominates as a risk metric because, unlike tail risk
measures, it is simple to estimate, easily understood, highly persistent, and forecastable. Tail
risks are almost by definition unforecastable since they happen too infrequently for any model
to be calibrated to predict them. Further, volatility as a risk measure is especially prevalent on
the buy-side, where portfolio managers generally do not rely heavily on derivatives and where
portfolio returns are measured at long enough time intervals (e.g., monthly) that returns begin
to approximate a normal distribution.

As an element of the first pillar of BlackRock’s Investment Risk Management Paradigm
(IRMP), this chapter commences with a discussion on portfolio volatility estimation, focus-
ing on important empirical challenges to computing covariance estimates. Factor models are
introduced in Section 4.2 as a means of modeling the sources of common variation in returns
by way of a finite set of characteristics motivated by a combination of theory and empiri-
cal evidence. Practical issues of estimation are considered in Section 4.3, ranging from the
weighting of historical data and enhancing model responsiveness, to application-specific gen-
eralizations of standard factor model specifications.

While total risk, as measured by volatility, is of central importance, the empirical prop-
erties of asset return distributions suggest that volatilities do not map simply to downside
risk exposures. Section 4.4 thus provides an overview of VaR estimation approaches with
a particular focus on enhanced historical VaR (EHVaR)—a proprietary approach to mod-
eling the forward distribution of asset returns, blending advantages of both parametric and
nonparametric forecasting techniques.

In Sections 4.5 through 4.9 the focus shifts to the decomposition of realized risk with
respect to the characteristics of the portfolio and its factor structure. Factors are not only
of econometric importance in portfolio risk forecasting, but they also afford insights to the
economic sources of realized risk.

4.2 PORTFOLIO VOLATILITY AND FACTOR STRUCTURE

Portfolio volatility estimation commences with the simplifying assumption that security
returns follow a linear factor structure. That is, an N-vector of security returns r can be

written as:
r=a+ Bf +¢&,where E(f'e)=0 (4.1)
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TABLE 4.1 Factor Model Taxonomy

Model Type Inputs Estimation Approach Outputs
Time-series Security Returns, Macro variables,  Time-series regression B
Factor-mimicking Returns
Cross-sectional Security Returns, Factor Exposures  Cross-sectional Regression ?
(Fundamental)
Statistical Security Returns Principal Components Analysis E,?

where a is deterministic, f is a K X 1 vector of factor returns, B is an N X K matrix of
factor exposures, and € is an N x 1 vector of idiosyncratic returns. The covariance matrix
of idiosyncratic returns is diagonal by assumption.* The factor structure in Equation 4.1 is
general, encompassing three broad classes of models summarized in Table 4.1.%

In the terminology of Table 4.1, fundamental (cross-sectional) factor models are pre-
dominantly applied in industry. The remainder of this chapter assumes fundamental specifi-
cations, wherein factor exposures B are assumed known, and factor returns f are estimated
by cross-sectional regression. Most popular academic approaches are based on time-series
regressions of security returns on macro variables or returns to characteristic-based portfolios.
Such regressions are used to estimate factor exposures to macroeconomic outcomes or port-
folios constructed to hedge such outcomes. The choice between the approaches in Table 4.1
depends on considerations of data availability, empirical performance, and interpretability.

Fixed-income securities, defined in terms of readily observable (or computable) charac-
teristics whose links to pricing are well understood, are particularly amenable to modeling
by cross-sectional estimation. For example, the US corporate bond model:

4 krbc - Akr; - Akr/

Thond = 7t,me Z krd; - Akr; + Z 2

Tlme N V]
'

Interest Rates

Aspd
— spd_dur - spd - P —vol_dur - Avol + ¢ (4.2)
S[)d factors T
N — J olatility
Spreads

captures the exposure of bonds to

® interest rates, as measured by key rate durations krd;

key rate bucket convexities krbc;

spreads (as measured by spread durations spd_dur, with spread changes modeled as a
function of bond characteristics); and

volatility vol_dur.

While the time, interest rate, and volatility components of return variation are observ-
Aspd

spd factors
changes on bond characteristics (such as industry, maturity, liquidity, and subordination).

able, variation in the applicable spread is estimated through regression of spread
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Regardless of the factor structure, the return on a portfolio of N securities can be
written as:
r, =w'r (4.3)

where w is the N-vector of portfolio security weights® and 7 is an N-vector of periodic returns.
Given a fundamental factor model, portfolio variance is defined as:

o, = W'E(r’ )u/)%
= @/ (BE(ff)B' + E(e€’) + 2E(f e)w)?

= (w'BZB'w + w'Qw)% (4.4)

where X is the factor covariance matrix and Q is the block-diagonal covariance matrix of
idiosyncratic risk. The last equality holds since the cross-term between factor returns f and
idiosyncratic returns ¢ is zero by the orthogonality assumption in Equation 4.1.

The assumption of a linear factor structure can be motivated in both economic and
statistical terms. In economic terms, the assumption attributes systematic covariation to a
relatively small number of common, predefined factors—each of which is motivated by a
mix of economic intuition and empirical experience. As such, estimates of risk exposure and
factor realizations lend themselves to economic interpretation and data-driven insights. For
example, apparently disparate assets, or classes of assets, may be more alike in terms of factor
risk exposure than simple intuition may suggest, so characterizing assets as bundles of factor
risk exposures affords quantitative insights to potential sources of diversification gains.

In statistical terms, assuming a linear factor structure is a pragmatic response to the chal-
lenge of estimating a large number of parameters in an unrestricted sample covariance matrix.
Assuming a particular linear factor structure is almost certainly an oversimplification; how-
ever, estimating a much smaller number of biased parameters with greater precision delivers
substantial gains from a statistical perspective.”

4.3 COVARIANCE MATRIX ESTIMATION

The covariance matrix is central to almost all portfolio risk analytics. A covariance matrix
estimate is necessary and sufficient for forecasting volatility, empirical betas, and conducting
implied stress testing. Parametric VaR estimation methods also use the covariance matrix
as an input to simulate joint factor realizations. While computing a covariance matrix is
trivial, the amount of academic literature devoted to estimating more accurate, responsive,
and robust matrices is vast. This section provides an overview of the basic modeling
estimation choices: the forecast horizon, the observation window, the exponential decay
weighting scheme for historical data, the data frequency (i.e., daily, weekly, monthly), the
choice between overlapping and non-overlapping data, and the generalization of factor
model assumptions likely to be of particular significance to risk-based optimization of asset
allocations.
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Commencing with the simplest case of equal time-weighting, the factor covariance matrix
¥ can be estimated using the sample covariance matrix:

i = ft—s ftl—s (45)

where the returns to K factors are represented by the K x 1 vector f,_; and T is the length
of the estimation window. In order to annualize this covariance matrix, the matrix in
Equation 4.5 is multiplied by 252/q where g refers to the periodicity of returns in days.®
For example, if the covariance matrix is constructed from weekly returns, the matrix in
Equation 4.5 is annualized by multiplying by 252/5. More generally, the forecast horizon
is set equal to the portfolio holding period, and the frequency of the returns used for
estimation is set equal to or higher than the forecast horizon. If, for example, a portfolio
is rebalanced monthly then monthly risk forecasts are computed using returns sampled at
monthly frequencies or higher.

Notice that the sample mean is not subtracted from the factor returns in Equation 4.5. In
periods where markets exhibit strong trending, subtracting the sample mean from returns will
introduce a severe downward bias in the estimation of variance.® Following industry practice,
covariance is computed directly from second moments where sample means are assumed to
be zero. Excluding the sample mean results in a slightly conservative risk forecast. Since the
factor mean does not need to be estimated in Equation 4.5, the divisor is T rather than T — 1.

The following sections provide more detail on special topics concerning calibration of
the matrix, i.e., weighting the data, corrections for asynchronicity, as well as enhancements
to the responsiveness of the matrix.

4.3.1 Weighting of Historical Data

4.3.1.1 Exponential Decay Weighting In keeping with industry practice, BlackRock’s risk mod-
els apply exponentially weighted moving averages (EWMAs) to historical observations. An
EWMA puts more weight on the most recent observations in the observation window:

T-1

o 1-2

zzT?ﬁ;szﬁﬁs (4.6)
s=0

Smaller values of the decay rate A in Equation 4.6 correspond to smaller weights on older
observations. Using L’Hopital’s rule, one can show that as 4 — 1, Equation 4.6 reduces to
the sample covariance estimator in Equation 4.5.

Instead of defining A directly, it is usually more convenient to express the decay rate in
terms of half-life. The half-life ¢ is the time elapsed for the weight on historical observations

2
to decay to half the weight on the most recent observation:

_1og<§)

t1 =
2 log(4)

(4.7)

For instance, a half-life of 8 days means the weight on observations of squared returns
8 days ago is given half the weight of squared returns today. Such a small half-life quickly
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Monthly Portfolio Risk Forecast with Different Half-life
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EXHIBIT4.3 Impact of Half-Life on Multi-Asset Portfolio Risk Estimates

Source: BlackRock Aladdin, January 2001-November 2019.

Note: This exhibit is based on a yearly estimation window with a 21-day half-life, 125-day half-life,
and realized volatility. Realized volatility is measured using daily forward returns subsequent to the
forecast. Note that the realized volatility estimate itself is subject to error.

decays to zero. Setting too short of a half-life will result in a volatility estimate that fluctuates
wildly over time due to purely random noise (sampling error). For example, when using a 252
day window and a half-life of 8 days, the effective number of data points is much smaller than

252 since so little weight is put on the older observations.!?
_ T2
Ly = d AT)—l ~ (1 + j),where T>1 (4.8)
(1 _ 1)2 Zs:O )2 ( — ) 2

Combining Equations 4.7 and 4.8, a half-life of 8 days with a 252 day window is equiv-
alent to having only 23 data points.!!

4.3.1.2 Alternative Weighting Schemes and Stress Scenarios The widespread adoption of EWMA
reflects its relative simplicity and robust performance in relatively stable market conditions.
However, to accommodate circumstances where the recent past does not adequately reflect
changed market conditions, EWMA is unlikely to be the optimal approach to covariance esti-
mation. When volatility suddenly spikes, for instance, static EWMA estimates are likely to
underestimate future volatility. Under such conditions, instead of EWMA, regime-weighted
covariance estimates may be preferable to estimate a covariance matrix using all periods
where the VIX was greater than a specified threshold. As a second example, when conduct-
ing implied stress testing, it usually makes sense to construct the covariance matrix using
historical observations that are similar to the hypothetical scenario shocks. For instance, if
the scenario envisions a second Greek sovereign debt crisis, it makes sense to weight data
more heavily around the first Greek debt crisis when calibrating the covariance matrix.
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Whether fixes to the shortcomings of EWMA, such as regime-weighted estimation, yield
superior risk forecasts depends heavily on how well past crises approximate future crises in
terms of the speed, scope, severity, and duration of impacts. Addressing the shortcomings
of EWMA using data reweighted to reflect previously observed crises involves judgment and
strong assumptions about the structure and dynamics of the future stress scenario.

4.3.1.3 Enhancing Volatility Responsiveness Dynamically The regime or scenario-weighted
approaches described in Section 4.3.1.2 rely on judgment or automated triggering with
reference to a pre-specified volatility threshold—thus requiring either a timely detection of
a shift in volatility regime or specification of an appropriate threshold. A more systematic
approach to enhancing the responsiveness of EWMA-based volatility forecasts is to specify
an adjustment coefficient that continuously adapts a security-level forecast to current market
conditions discerned from the cross-section of realized volatilities.

In particular, a scaling coefficient y, may be chosen to minimize the cross-sectional
mean-squared error (MSQE) of EWMA volatility forecasts UEWMA with reference to most
recently observed realized volatilities o;,_;):

N
. 1 2
min = = Z [oi0-1) — thEWMA] (4.9)
Ve =1

For a cross-section of size N this yields:

N EWMA
~ izt Ci-1)5

1= ZN [GEWMA]z
i=1 "¢

(4.10)

N

Zi=1 Oi(t—1)
ZN O_EWMA
i=1"jt

Note thaty = scales the mean of o-z,F;WMA to the mean of o;,_;), and yields very

similar results and underscores the intuition of the approach. The coefficient 7 effectively
shortens the EWMA half-life when the cross-sectional average of most recently observed
volatilities deviate from the cross-sectional average of current EWMA forecasts. While the
time-series mean of 7 will be unity, it will scale EWMA forecasts estimates up (down) when
recently observed realized monthly volatilities are high (low) relative to the longer horizon
EWMA estimates.!?

Exhibit 4.4 illustrates the variation in cross-sectional scaling based on the indices in
the multi-asset portfolio example. Even with a small, diverse index-based cross-section, the
dynamics reflect a wide range of variation in volatility conditions. The benefit of applying the
scaling will be illustrated in the context of EHVaR estimation in Section 4.4.2.

More generally, it is also worth noting that this dynamic adjustment enables a decou-
pling of the assumptions on the dynamics of volatility and correlations. A correlation matrix
derived using a fixed half-life Q can be rescaled to covariances " using V, a diagonal matrix
of volatilities adapted to recently observed market conditions:

T =vQv (4.11)

This adjustment enables fast adaptation to current volatility conditions in the presence
of slower moving correlations.



Portfolio Risk: Estimation and Decomposition 89

Weighted cross-sectional y volatility adjustment

1.4

1.3

1.2

1.1 4

Adjustment coefficient

2004 2006 2008 2010 2012 2014 2016 2018
Date

EXHIBIT4.4 Cross-Sectional Scaling

Source: BlackRock Aladdin, January 2001-November 2019.

Note: The plot maps empirical estimates of 7 based on Equation 4.10. The plotted estimates are
smoothed using a 21-day half-life EWMA weighting scheme.

4.3.2 Asynchronicity

When estimating covariance matrices, we often assume we have observable, frequent, and
synchronous returns across all assets. In practice, asset returns rarely satisfy these conditions.
When returns are not frequent or synchronous, the resulting return volatility and correla-
tion estimates can be severely downwardly biased. This bias can result in higher allocation
to sectors with stale prices since those sectors seemingly offer lower volatility and greater
diversification. The proximate cause of stale pricing can differ in different contexts, but the
underlying cause in most cases is some form of illiquidity. Some causes of stale prices are the
following;:

® Asynchronous market closing times. Information that impacts markets do not respect
market trading hours.

® Thinly traded securities. Securities that do not trade are often matrix priced by vendors
or simply flatlined.

= Artificial smoothing of prices by hedge funds; smoothing of prices by real estate
appraisers.

The simplest work-around to asynchronicity is to select a sampling frequency that is low
enough to eliminate most of the bias. For instance, in fixed-income credit markets, practi-
tioners typically measure risk using monthly data due to severely stale pricing caused by the
lack of standardization and transparency in OTC markets.!3

Using a low sampling frequency introduces problems of its own. Using weekly or monthly
data means there are less observations to estimate the matrix. The fewer the number of obser-
vations, the more noisy the covariance matrix estimates. In addition, the covariance matrix
will be stale between low frequency updates. The covariance matrix will only be current on
the day of the matrix update. Further, instead of smoothly updating each day, a low frequency
matrix will be flatlined most days and suddenly jump on the day of the covariance matrix
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update. This jump can make it difficult to disentangle changes in the markets or portfolio
from the mechanical process of updating of the matrix.

4.3.2.1 Overlapping Covariance Matrix To mitigate the aforementioned difficulties, BlackRock
risk models use overlapping data to simultaneously address the problems of nonsynchronous
data and the problem of an infrequently updated matrix. An overlapping matrix updates
daily using overlapping lower frequency returns.

For instance, instead of a single 5-day, non-overlapping return, one can construct
returns corresponding to Mon—-Mon, Tues-Tues, Wed—Wed returns, etc. Instead of using 52
non-overlapping weekly returns, this operation produces 252 overlapping weekly returns
to compute the covariance matrix. By introducing overlapping observation windows, the
number of effective data points in the estimator increases, lowering sampling variance.
The covariance matrix also changes daily, avoiding the sudden jumps in volatility that are
introduced when the matrix is only updated infrequently.

The overlapped covariance matrix is computed as:

= L-1
L= 28 D D (4.12)
La-1) = = I'=0

where L is the overlap parameter. In our overlapping weekly example, L = 5. When L =1,
Equation 4.12 reduces to 4.6.1

Although the overlapping time-series in Equation 4.12 has T observations, the number of
effective observations is much lower than that. For instance, the overlapped weekly returns
share four observations of daily returns with the two adjacent overlapping returns; as a con-
sequence, the overlapped returns will be highly autocorrelated. Since adjacent overlapping
data share so many observations, there are fewer than N independent observations.

As shown in Muller (1993), the number of effective observations in overlapped data can
be approximated by: -

toy ~ TE] (4.13)

. : . 250
For instance, for overlap L = § with T = 250 data points #,f, equals 3 * § el AR

Compared to the weekly non-overlapping estimator, overlapping has increased the number
of effective data points by 50%.

4.3.2.2 Newey-West Estimation As previously described, one way to correct for asynchronic-
ity is to use lower frequency overlapped data. An alternative approach is to still use daily
data, but explicitly correct for asynchronicity by estimating the degree of autocorrelation and
cross-autocorrelation between returns. Newey and West (1987) is the most popular method
used to correct for autocorrelation and heteroskedasticity in factor returns.

Newey-West’s original result is a positive semi-definite and consistent estimator 3 for the
L-period sample covariance matrix given by:

L
$=00+) (1-%) 1D+ &) (4.14)
I=1
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where €, represents the matrix of /-th order sample auto-covariances and cross auto-
covariances (I = 1 gives the contemporaneous case) and L — 1 is the number of lagged
covariance matrices. '’

4.3.3 Factor Model Structure: Generalizations

The modeling choices discussed in Section 4.3 are generic to covariance estimation in the
sense that they do not depend on the particular form of the factor structure. However, the
assumption of a strict factor structure entails a cost-benefit trade-off that is unlikely to be
optimal in all use cases. The current section describes two alternatives to the assumption of
a strict factor structure:

1. A statistical approach involving explicit optimization of the error-bias trade-off without
the specification of an explicit factor structure

2. Empirical augmentation of the covariance structure implied by a factor model

The former approach may be of particular interest in applications such as portfolio opti-
mization when the statistically optimized estimates yield superior out-of-sample properties.
Relaxing the assumption of a strict factor structure is likely to be beneficial in risk forecasting
applications where it is of particular importance to avoid the underestimation of risk. In each
case, the interpretability flowing from the assumption of a strict factor structure is sacrificed
to some degree.

4.3.3.1 Optimization of the Error-Bias Trade-0ff As noted earlier, assume the linear factor struc-
ture in Equation 4.1 implies that portfolio risk depends on the covariation of K factors rather
than N assets. While the unrestricted sample covariance estimate of asset returns is asymptot-
ically unbiased, it involves the estimation of a large number of parameters with low precision,
embedding a high degree of estimation error. This imprecision is particularly problematic for
asset allocation, when the most extreme parameter estimates, those most likely to contain the
estimation error, exert the greatest influence on variance-based optimizers. Assuming a linear
factor structure wherein the number of factors K is generally much smaller than the number
of assets N is one way to mitigate the impact of sampling error on covariance estimates.
Attributing all covariation in security returns to a small number of factors is almost
certainly an oversimplification, so while the implied asset covariance matrix may contain less
sampling error, the restricted estimates of covariance are likely to be biased. All else equal,
the smaller the value of K, the higher (lower) the bias (sampling error). Recalling that the
total mean-squared error associated with a parameter set § can be decomposed as follows:

MSE(8) = Vary(8) + Biasy(,0)* (4.15)

finding the optimal value of K from a statistical perspective involves finding the appropriate
trade-off between bias and sampling error.

Given the difficulty of identifying the number and identity of factors to include in a par-
ticular specification of Equation 4.1, Ledoit and Wolf (2004) derive an optimal “shrinkage”
estimator that does not involve an explicit factor specification. Specifically, Ledoit-Wolf’s
shrinkage estimator locates the optimal solution " to the convex linear combination:

Siw=0F+(1-6% (4.16)
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where £ is the sample covariance matrix, F is a highly structured estimator, and 0 < § < 1
is the shrinkage constant. The highly structured estimator F takes a simple form, consistent
with a strong simplifying assumption. If, for example, F is set to the identity matrix, then
all correlations are shrunk toward zero. The optimal value of the shrinkage constant, &,
minimizes the distance between the shrinkage estimate £}y, and the true covariance matrix.

4.3.3.2 Misspecification and Omitted Covariation Misspecification of the factor risk model may
give rise to violations of model assumptions in the form of nonzero covariation between factor
returns and idiosyncratic returns or covariation among idiosyncratic returns. Omission of
relevant factors is a likely source of model misspecification.

Failure to account for sources of covariation that are zero by assumption only can gen-
erate underestimates of risk when they may be of particular significance—such as the com-
putation of VaR or the generation of stress scenarios.

Relaxing the assumptions of a strict factor structure, portfolio risk can be re-expressed as:

0'13 = w'BS:B'w + w/'Sqw + 21/ Bfw (4.17)

where £ is the K x K factor covariance matrix, Sy is the N x N idiosyncratic covariance
matrix, and T is the K x N matrix of covariances between factors and idiosyncratic returns.
Equation 4.17 empirically accounts for the potential sources of downward bias associated
with the assumption of a strict factor structure. The second term accounts for idiosyncratic
covariation (the off-diagonals of fR are otherwise assumed zero) and risk attributable to
dependence between factors and idiosyncratic returns—zero by assumption otherwise.

4.3.4 Covariance Matrix Estimation: Summary and Recommendations

This section presents an overview of the important considerations in forecasting portfolio
risk with reference to factor models. A common theme to the key modeling choices is that
they involve trade-offs of one form or another, and, consequently, the appropriate estimation
procedure will depend on the intended use case. Representative use cases are summarized in
Table 4.2.

TABLE 4.2 Portfolio Risk Estimation Use Cases: Modeling Priorities

Use Cases Key Considerations
Portfolio Accuracy of the covariance matrix (precision matrix) is of greater importance
Optimization than the covariance matrix itself.

Imposing Risk Limits  Stability may be traded off at the expense of accuracy. An overly responsive
matrix used to set risk limits may trigger selling at unfavorable prices
when volatility spikes. Alternatively, tight tracking error volatility bands
may generate high portfolio turnover and transaction costs.

When the Cost to A conservatively biased estimate of risk may be preferable to an unbiased
Understating Risk estimate. A mean-squared error criteria applies a symmetrical penalty to
Is High over- and underestimation of risk. A popular alternative criteria proposed

by Patton (2011) applies an asymmetric penalty to over- and
under-prediction of risk.
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TABLE 4.3 Portfolio Risk Forecasts: Estimation Choices

Forecast Parameter Guiding Principles

Forecast Horizon Forecast risk horizon is generally set equal to the portfolio holding period.

Sampling Frequency =~ Sampling frequency is set to be higher than or equal to the forecast horizon.
For example, a monthly risk forecast requires a monthly sampling
frequency or higher. In general, higher frequency estimates are associated
with lower sampling error.

Observation Overlap ~ Overlapping returns are generally preferable insofar as they capture
intra-period variation in returns that are missed by non-overlapping data.
Overlapping returns also provide for a smoother evolution of risk

forecasts.
Observation Shorter EWMA half-lives (say 40 days, with daily observation frequency) are
Weighting often optimal at shorter forecast horizons in terms of pure forecasting

performance; however, longer half-lives (say 126 days) yield greater
stability at the cost of diminished forecast responsiveness. Dynamic
adjustment of longer half-life forecasts using the methods discussed in
Section 4.3.1.3 may yield a useful compromise between forecasting
accuracy and stability.

Window Length The estimation window length should be chosen with the observation half-life
in mind. Given a decay parameter A, the window length that contains 99%
of the weight is log [0.01/4]. For example, assuming a 40-day half-life
yields a window length of 260 days—slightly longer than 1 year.

Given the use case requirements, Table 4.3 summarizes guiding principles for choosing
the estimation settings discussed in this section.!® Section 4.4 discusses and illustrates the
impact of some of the estimation choices summarized in Table 4.3 in the context of formu-
lating tail risk estimates.

4.4 EX ANTE RISK AND VaR METHODOLOGIES

While volatility quantifies risk in terms of variability, portfolio managers are often concerned
with more direct measures of exposure to losses in the event of poor performance, where poor
performance is defined with reference to a distribution of return outcomes over some horizon.
VaR quantifies potential losses in terms of the minimal loss associated with the lower tail of a
return distribution, such that the lower tail is defined with reference to a quantile (threshold)
of interest, or equivalently, the maximal loss associated with a given level of confidence. More
formally, for a given probability a, VaR is defined as the threshold such that the probability
that the portfolio return exceeds the threshold return over a given horizon is equal to . Given
a portfolio return cumulative distribution function F, VaR for portfolio p at confidence level
a is defined as:

VaR, (@) = -F'(1-a) (4.18)

That is, the «% VaR is computed as the 1 — « quantile from the distribution of portfolio
returns. Note that by convention, VaR is reported with a positive sign when the 1 — a quantile
return is negative. For example, a 99% VaR of $100M implies that there is a 1% probability
of observing portfolio losses of $100M or greater over the specified horizon. Equivalently,
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there is a 99% probability that portfolio losses will be lower than $100M. If returns are
normally distributed, the following condition is met:

VaR, i, ,,(a@) < VaR,;(a) + VaR, (a) (4.19)

As such, VaR can be said to be sub-additive—a principal tenet of diversification. Sub-
additivity states that the risk of two assets combined should be no greater than the sum of
the assets’ risks. However, it should be noted that the sub-additivity of VaR is not guaranteed
when return distributions depart substantially from normality.

Expected shortfall, also known as CVaR (i.e., conditional VaR) satisfies sub-additivity as
a risk measure. Whereas VaR represents a threshold that may be violated with probability a,
CVaR is the expected value of return conditional on a breach of the threshold. For a given
probability a and risk horizon H, expected shortfall is defined as the average portfolio loss
conditional on the loss exceeding a% VaR:

ES, (@) = % / VaRy(@da = E=1,|r, < ~VaR(@) (4.20)

4.4.1 VaR Estimation Approaches

Alternative VaR estimation approaches are classified in terms of their approaches to
generating the forward distribution of portfolio returns. There are at least three tractable
approaches to calculating VaR: analytical VaR, historical VaR, and Monte Carlo VaR.
This section provides a brief overview of each analytic, including their advantages and
disadvantages. Enhanced Historical VaR, a proprietary BlackRock analytic, is detailed as
a flexible nonparametric framework for VaR estimation that builds on the advantages of
HVaR while addressing its most important shortcomings.

Analytical VaR, also known as parametric or delta-normal VaR, assumes that asset
returns have linear exposure to a set of risk factors and that the risk factors are normally
distributed. Given these two assumptions, VaR reduces to a scalar multiple of tracking
error volatility. Given normality, the scalar multiplier is the value of the inverse of the
standard normal cumulative distribution, evaluated at a confidence level a. Analytical VaR
is defined as:

AVaR  (o7) = -~ 1(1 — a)op (4.21)

where —®~! is the inverse cumulative distribution function of the standard normal distribu-
tion. So 95% VaR for a portfolio is simply 1.96 times portfolio volatility since 95% of the
density of a normal distribution is less than 1.96.

Analytical VaR often misstates risk when there is explicit or embedded optionality (i.e.,
nonlinearity) since analytical VaR only captures first-order Greeks (e.g., 8, v). This first-order
approximation is only reasonable at very short horizons or when options have little nonlin-
ear behavior. Analytical VaR especially understates risk at high confidence levels since asset
returns are often fat-tailed or skewed rather than normal. Both historical VaR and Monte
Carlo VaR capture both the nonlinearity of portfolios as well as fat-tailed return distributions.

Exhibit 4.5 plots at weekly frequency the 99% AVaR bound for the equally weighted
multi-asset portfolio over a sample spanning 2003-2019. In this example, the 99% bound
is based on 375-day estimates of volatility, exponentially weighted, with a 21-day half-life.
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EXHIBIT4.5 Analytical VaR

Source: BlackRock Aladdin, 2003-2019.

Note: The solid light gray line in the upper panel represents the 99% Analytical VaR bound, estimated
using 375-day rolling samples. Black dots in the upper panel indicate return observations that violate
the VaR boundary. Each boundary violation is marked by a solid line in the lower panel to enable a
clearer visualization of the frequency and pattern of violations.

The 21-day half-life yields relatively responsive risk estimates; however, the 99% boundary
exhibits a violation rate!” greater than 2.9%—consistent with the observation that returns
are more fat-tailed than what normality would suggest. The 2.9% violation rate represents
a statistically significant exceedance of the 1% expected value, and the violations are not
independent, that is, they exhibit statistically significant clustering.!®

Historical VaR (HVaR) is computed by first generating a history of hypothetical portfolio
returns using the current portfolio exposure to risk factors. HVaR sorts portfolio returns from
smallest to largest and selects the appropriate quantile @ from the nonparametric distribution.
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Historical VaR is defined as:
HVaR(a, T) = Percentile {{rp,t}tT:l, a} (4.22)

where Percentile {{rp’t}tT=1 ,a} denotes the a-percentile of historical portfolio returns r, over

the sample spanning time # to T. Modeling tail events requires a long history of data since,
by definition, events in the tails of the distribution do not happen very often. Computing
stable HVaR estimates for small a requires using a long history. However, using a long his-
tory of data has drawbacks. Specifically, the HVaR estimates may not be aligned to current
market conditions. An extreme event far in the past, but still in the observation window, can
substantially impact current VaR estimates, a phenomenon known as “ghosting.”

Exhibit 4.6 presents the 99% weekly HVaR bound for the multi-asset portfolio based on a
375-day estimation window with constant weighting. The 99% boundary is violated at a rate
of approximately 1.6% over the span of the sample—suggesting that forecasts based on the
empirical distribution better capture the extremes than the normal approximation. However,
the departure from the expected violation rate remains highly statistically significant, and
clustering of the violations remain statistically significant. Even though the overall violation
rate is much closer to 1% than that yielded by AVaR, the HVaR boundary exhibits sudden
shifts triggered by the inclusion or exclusion of extreme observations (such as the 2008-2009
crisis) from the estimation window rather than underlying risk dynamics.!®

In order to construct HVaR estimates that are more responsive to current market condi-
tions, Hull and White (1999) introduced filtered historical VaR, which involves filtering (i.e.,
dividing) security or factor returns by ex ante volatility. These filtered historical returns are
then rescaled back to the current estimate of volatility. Volatility-scaled (i.e., filtered) historical
VaR is defined as:

’ T
Volatility Scaled HVaR(a, T) = orPercentile { { s } ,a} (4.23)
t=1

0

This augmentation of HVaR is an important element of the enhanced HVaR approach
detailed in Section 4.4.2.

Note that HVaR can be viewed as an extension of the analytical VaR (AVaR) metric.
AVaR is the VaR forecast derived from portfolio ex ante volatility 61 under the assumption
of normally distributed returns and linear factor exposures. Given portfolio volatility o1, %,
AVaR of systematic risk is defined as:

AVaR (o7) = -7 (1 —a) - o (4.24)

where —®~! is the inverse cumulative distribution function of the standard normal
distribution.

To understand the relationship between HVaR and AVaR, recall that we can express
the volatility scaled returns 7, as the product of z-scores z, and current volatility or. As
mentioned earlier, if the ex ante volatility forecast was unbiased and returns were normally
distributed, the z-scores z, would follow a unit normal distribution. In general, since returns
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EXHIBIT4.6 Historical VaR
Source: BlackRock Aladdin, 2003-2019.

Note: The light gray line in the upper panel represents the 99% HVaR bound, estimated using 375-day
rolling samples. The dark gray line represents the 99% Analytical VaR boundary. Black dots in the
upper panel indicate return observations that violate the HVaR boundary. Each boundary violation is
marked by a solid line in the lower panel to enable a clearer visualization of the frequency and pattern

of violations.

are fat-tailed and negatively skewed, the VaR of the z-scores will be larger than that implied
from the normal distribution. We define an analytic called the Systematic Tail Risk Multiplier
(STRM) as the ratio of VaR computed from the empirical z-scores to the VaR from the normal

distribution:
VaR, ,(z,)

STRM, = — 2277
—o-1(1-0)

(4.25)
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Equation 4.26 shows that HVaR forecast can be expressed as AVaR times STRM.20
This leads to a convenient interpretation of VaR computed under the HVaR framework as a
“multiplier” on Analytical VaR:

VaR, ,(z,)
O-1(1 —a)
= STRM - AVaR(o7) (4.26)

VaRp,a(?p) = VaRp,a(po'T) = { } . {(D_l (1—-a)-o7}

Note that STRM can differ from one either because returns are nonnormal or because
the ex ante volatility forecast o is biased.

In Monte Carlo VaR, factor returns are simulated from a pre-specified factor return joint
probability distribution. Given the simulations of factor returns, securities are repriced in the
same manner as described for historical VaR. The primary advantage of Monte Carlo VaR is
that it is not limited by history; that is, it can be used to simulate extreme tail outcomes or
scenarios with no precedence in the estimation sample. This flexibility of the approach can
be a double-edged sword: the more the scenario generation differs from historical data, the
greater the importance of the underlying distributional assumptions. A Monte Carlo VaR’s
efficiency is entirely contingent on the accuracy of the forecasted joint distribution of factor
returns.

4.4.2 Enhanced HVaR

The HVaR framework has several drawbacks that limit its applicability. First, because a long
historical sample is required to compute a stable VaR forecast (especially for a high confidence
level @), HVaR forecasts tend to be relatively static and therefore do not reflect current market
conditions. As can be seen in Exhibit 4.6, the 2008 Global Financial Crisis HVaR boundary
illustrates an extended period of elevated risk, followed by a sudden decline as extreme obser-
vations drop from the sample. The HVaR methodology is constrained into making a trade-off
between imprecision in estimating extreme VaR quantiles and insensitivity to current market
conditions. Significant clustering of VaR violations occur when VaR forecasts from HVaR do
not adjust quickly enough to changes in market risk.

Enhanced HVaR (EHVaR) addresses the tension between the need for a long estimation
sample and adaptability to current market conditions by decoupling the calibration of the tail
from the calibration of portfolio return volatility. A very fast-moving estimator with a short
window is used to calibrate return volatility, while a very long window is used to calibrate the
tail. The basic idea is that tail events happen very infrequently and one needs a long history to
calibrate them, while volatility is highly time-varying and must be modeled at high frequency.

The second drawback of HVaR, as described to this point, is that it does not incorpo-
rate idiosyncratic risk. This is a significant problem for factor models where all unexplained
returns are attributed to idiosyncratic risk. VaR on active portfolios that take very little sys-
tematic factor risk cannot be accurately measured with HVaR. As described next, EHVaR
allows for the incorporation of idiosyncratic risk into the tail risk calculation.
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4.4.2.1 EHVaR Systematic Risk Methodology EHVaR estimates, based on the systematic compo-
nent of risk, are estimated as follows.

1. Standardization of Factor Returns

. . 1 . . .
Historical factor returns 7/“"" are standardized using ex ante volatility forecasts

itit+H
o, such that:
factor
itit+H
Ritit+H = (4.27)
Cit

Note that ex ante volatility forecasts are obtained using overlapping daily data with a
user-specified half-life, overlap, and window scaled to the portfolio return r,, .., ;; horizon
H using the “square root of time” rule. For instance, o,, is computed using a S-day
overlap, 40-day half-life, and 252-day window, with a portfolio return 7,, ., ;; horizon

1
H = 20, then ¢, is scaled by (25—0)2 =2.

2. Re-scaling to Current Volatility Conditions
Standardization in accordance with Equation 4.27 with unbiased volatility estimates
o;, yields an empirical distribution of factor returns with unit variance. Empirical returns

consistent with current volatility expectations, ?{ fcttirH, are obtained through a rescaling

of standardized returns using the current (responsive) volatility forecast:
~factor 4.28
TitoreH = Rit:t+HOLT (4.28)
Portfolio returns are obtained using:

Pprceett = 2, Wi iRy ery) (4.29)
j

where for security j in portfolio p, w; is the weight, f; is the pricing function in full revalu-

~factor

ation, and R; .,y is the set of scaled factor returns 7

11y (for each factor i in security /).

Full revaluation returns based on the set of factors 777

Lppap €AN0 be used where applicable
for nonlinear securities. BlackRock’s implementation of EHVaR allows users to opt for
full revaluation or a linear approximation of prices.

3. Computing VaR and Expected Shortfall (ES)
The process of standardization and scaling factor returns to current volatility conditions
enables the use of a lengthy sample for nonparametric tail estimation, reflective of cur-
rent volatility conditions. Estimates of VaR and ES are simply computed from the scaled
returns 7, ;... «%. H-day VaR is computed as the (1 — a) quantile from 7, ,.,, 5y, the
historical sample of synthetic portfolio returns.
Expected shortfall is computed as the average return in the historical sample that
exceeds the a% H-day VaR confidence level.

Exhibit 4.7 contrasts the empirical 99% HVaR boundary with that obtained through
standardization and rescaling to current volatility conditions (as captured by pure EWMA
with a 21-day half-life). Standardization and rescaling alleviates the ghosting associated with
the pure HVaR, and the overall boundary violation rate drops from 1.6% to 1.2%.



100 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

Enhanced HVaR

0.01
c | | i 1
= 000 1L | | 1 2 i N
=]
RN, i L Ml WL (| ! i
L/ = /™
2 3 , V¥
£-0.01 - ' :
[e]
o
—— Daily portfolio returns
-0.02{ — EHvVaR
—— HVaR
e EHVaR violations
-0.03 I I + ! ! ! ! !
2004 2006 2008 2010 2012 2014 2016 2018
Date
Enhanced HVaR: Violations of 99% bound
1
S
©
9O
o
£
[
i<}
k)
S
s
0
2004 2006 2008 2010 2012 2014 2016 2018
Date

EXHIBIT4.7 Enhanced Historical VaR

Source: BlackRock Aladdin, 2003-2019.

Note: The light gray line in the upper panel maps the 99% EHVaR bound, estimated using 375-day
rolling samples. The dark gray line maps the 99% HVaR boundary. Black dots in the upper panel
indicate return observations that violate the EHVaR boundary. Each boundary violation is marked by a
solid line in the lower panel to enable a clearer visualization of the frequency and pattern of violations.

Exhibit 4.8 shows that further gains are attainable when returns are rescaled to current
volatility estimates incorporating the 7 adjustment described in Section 4.3.1.3: the viola-
tion rate is now 1.06% and statistically indistinguishable from 1%. However, rescaling to
current volatility conditions, even as measured by an enhanced estimator, leaves room for
improvement as the clustering of violations remains statistically significant.
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Enhanced HVaR with cross-sectional adjustment
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EXHIBIT4.8 Enhanced Historical VaR with Cross-Sectional Adjustments

Source: BlackRock Aladdin, 2003-2019.

Note: The light gray line in the upper panel represents the 7 - augmented 99% EHVaR bound, estimated
using 375-day rolling samples. The dark gray line represents the 99% EHVaR boundary. Black dots
in the upper panel indicate return observations that violate the 7-augmented EHVaR boundary. Each
boundary violation is marked by a solid line in the lower panel to enable a clearer visualization of the
frequency and pattern of violations.

4.4.2.2 EHVaR Idiosyncratic Risk Methodology To accommodate the tail risk effects of idiosyn-
cratic returns on less than perfectly diversified portfolios, EHVaR accommodates the set of
following empirical regularities:

1. Idiosyncratic returns tend to be fat-tailed and negatively skewed.

2. Not all instruments exhibit the same degree of fat-tailedness or skew. For instance, the
idiosyncratic returns on corporate bonds tend to be highly negatively skewed since these
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bonds tend to have a small probability of a very large loss due to downgrade or default.
US government guaranteed securities have much lower tail risk since the US government
is (hopefully) much less likely to default.

3. The direction of the skew depends on whether the investor is short or long credit risk.
The returns of a portfolio that is short credit risk should be positively skewed.

4. Diversified portfolios should have less exposure to tail risk than concentrated portfolios.
In a sufficiently diversified portfolio, idiosyncratic returns are approximately normally
distributed. In a very concentrated portfolio, idiosyncratic risk can be very skewed and
fat-tailed. Portfolios with some level of diversification will fall somewhere in between.

To capture these regularities, the EHVaR model incorporates the simplifying assumption
that idiosyncratic returns follow a skewed-# distribution (fact 1), where the parameters of the
distribution depend on the asset class (fact 2), the level of issuer diversification (fact 4), and
whether the position is long or short (fact 3).

As of March 2023, BlackRock’s EHVaR model captures the skew and fat-tailedness of
idiosyncratic risk for two asset classes—investment-grade (IG) credit and high-yield (HY)
credit.?! Bonds are bucketed into four cohorts (IG long, IG short, HY long, and HY short)
and a different skewed-# distribution is assigned to each cohort depending on the level of
diversification within the cohort.

The importance of cohorting long and short positions separately can be highlighted using
a simple example. For instance, the diversification score of idiosyncratic risk for an index
will generally be quite high—often above 30. The diversification score of portfolio idiosyn-
cratic risk, on the other hand, will often be much lower. Hence, an IG credit portfolio that
is actively managed versus a benchmark will be modeled as having an IG long cohort with a
low diversification score and an IG short cohort with a high diversification score (as defined
in Equation A.2 in Appendix A). The implication is that the benchmark idiosyncratic risk
will be more normally distributed, but the portfolio long credit positions will be modeled as
being negatively skewed and fat-tailed.

Commencing with determining the mapping of diversification to skewed ¢-distribution,
the idiosyncratic risk contribution to VaR is obtained in two steps, as detailed in Appendix A.
Total EHVaR, including both systematic and idiosyncratic sources, is approximated by adding
in quadrature as described in Appendix B.

4.4.3 VaR Estimation: Summary

Alternative VaR estimation approaches are distinguishable with reference to how they gen-
erate the forward distribution of portfolio returns, and how the methodologies trade-off
considerations of simplicity, flexibility, and adherence to historical experience. A more com-
prehensive coverage of VaR estimation approaches is beyond the scope of a single chapter.
This chapter focuses on EHVaR as a means of generating empirically grounded portfolio
return distributions, consistent with the factor structure of the constituent assets, and adjusted
for the current volatility conditions—important benefits attainable in a framework that can
be viewed as an extension of AVaR. EHVaR thus balances the relative simplicity of AVaR
with the empirical appeal of HVaR.
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4.5 INTRODUCTION TO RISK DECOMPOSITION

The discussion so far has focused on the computation of aggregate measures of portfolio
risk. As described in the previous section, such measures often condense vast amounts of
information, such as security market values, risk exposures, and forecasts of volatility and
correlation, into a single number. This can be helpful in providing a summary view of risk, for
example, when assessing levels of portfolio risk against a client’s expected return objectives.
Of similar importance, however, is the exercise of risk decomposition, where the objective is
to understand and contextualize the underlying sources of that risk.

Risk decomposition helps disentangle the influence of any single input with respect to the
aggregate risk number, and has important applications in the day-to-day risk management
of investment portfolios. As an example, suppose a portfolio breached its pre-agreed risk
thresholds; it is natural to question the cause of that breach so that appropriate corrective
action can be taken to bring the portfolio back into alignment. Risk decomposition is an
important tool to achieve this purpose.

More broadly, risk decomposition analysis is useful for identifying and quantifying the
key risk-and-return drivers of a portfolio. This analysis provides the basis for more informed
dialogue between risk managers and portfolio managers to ensure that the allocation of
risk in portfolios is deliberate, well-diversified, and suitably scaled to the convictions of the
investor.??

In its traditional form, risk decomposition attributes portfolio risk to individual securi-
ties within the portfolio, as these form the basic units of trade and investment activity. The
methods in this section generalize and extend this approach in a number of important ways.

The discussion first focuses on aggregating security risk into groups, for example,
countries or sectors, which is useful when investment decisions are oriented along these
dimensions.

When linear factor models are used for risk analysis, securities’ risk can be decomposed
into systematic factors and idiosyncratic components of risk. These components can them-
selves be aggregated across securities to give alternative decompositions of portfolio risk
grouped by similar kinds of factors. Risk decomposition using a linear factor model can
often highlight concentrations of risk that are not obvious from analyzing security-based
decomposition alone and so provide a vital, additional tool in providing insight into portfolio
diversification.

The previous decomposition modes share one common aspect: they are based upon a
single snapshot of portfolio holdings, i.e., a point-in-time. However, it is also instructive
and useful to understand how risk decomposition varies over time. In the final section, an
approach is presented to quantify the interplay between trading activity and updates to the
underlying risk model as market conditions change.

Throughout this section, the aggregate risk measure used to illustrate the decomposition
modes is ex ante portfolio risk. However, these methods can be readily extended, with little
modification, to the disaggregation of other commonly used risk measures such as parametric
VaR. Worked examples are provided throughout to help illustrate the ideas.
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4.6 ALTERNATIVE APPROACHES TO RISK DECOMPOSITION

Various approaches to risk decomposition have been adopted in investment and risk
management practice. Each has their advantages and disadvantages in terms of underlying
assumptions, degree of tractability, and computational cost. In many circumstances, it may be
advisable to use multiple approaches to take advantage of their complementary features.
However, in recent years, contribution to risk (CTR) has been the most commonly used and
has emerged as a standard measure that is implemented by most of the major risk analytics
vendors.

The most common risk decomposition measures, together with their strengths and weak-
nesses, are briefly discussed next.??

1. Standalone Risk (SAR)
This measure calculates the risk that arises from holding a security in isolation with
the same level of exposure as in the portfolio. It therefore differs from security risk
because it is computed as the product of security weights (w) and security risk:

SAR = w - Diag(V)? (4.30)

where V = BEB' + Q is the security-level covariance matrix.

Despite its simple computation, SAR ignores any measured correlation (and diversi-
fication) between a particular security and all the other ones in the portfolio. This can
easily understate (or overstate) the degree of risk in the portfolio arising from that secu-
rity depending on whether it is strongly positively correlated (or negatively correlated) to
others in the portfolio. The sum of individual security-level SARs is usually not equal to
the aggregate portfolio risk (o,) as seen in Equation 4.31:

N
o, = Z SAR,; + Diversification benefit (4.31)
i=1

The missing component that plugs this difference is due to the omitted cross-security
interaction terms and quantifies the degree of diversification across all securities in the
portfolio. For this reason, SAR is more commonly used for analyzing investment strate-
gies, such as short-horizon hedge funds, where correlations can be harder to accurately
assess and so less reliable for ex ante risk measurement, leading to their explicit separation
in the resulting decomposition.

2. Incremental Contribution to Risk (ICTR)

Incremental contribution is calculated as the change in aggregate portfolio risk that
arises from liquidating a security entirely and pro-rata redistributing its market value
to all other securities in the portfolio. Its computation requires a full revaluation of the
portfolio excluding each security held (denoted by 6, ).

1

ICTR; =5, — oy (4.32)

For an investment portfolio of N securities, this involves N revaluations. This
measure is not additive in that security level incremental contributions do not sum to
the aggregate portfolio risk, and so ICTRs need to be recomputed for each layer of
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granularity used for the analysis. For example, sector-level ICTRs would require separate
computation and cannot be recovered (via addition) from security-level ICTRs. The
scope of computations can therefore accumulate rapidly when ICTRs are applied to
firm-level enterprise risk reporting.

Nevertheless, ICTR gives an accurate assessment of the impact of a security to port-
folio risk in the event of its liquidation, which can be valuable when an investor is making
large changes to their portfolio or if the security exhibits significant nonlinearity.

3. Marginal Contribution to Risk (MCTR)

Marginal contribution captures the difference in portfolio risk arising from a
marginal change in the position of a security. The computation is based on a partial
derivative, measuring the change in portfolio risk in response to a small change in a
security’s allocation, as shown in Exhibit 4.9, and is calculated as:

9% _ Vw
ow o)

MCTR = (4.33)

It represents a (linear) approximation that holds for infinitesimal changes in a secu-
rity’s position, while assuming no changes in all other security holdings. This can present
challenges in practice as investors are rarely looking to make such small incremental
changes, and any change would typically need to be funded by selling down other secu-
rities or cash held in the portfolio. As a result, MCTR can understate (or overstate)
portfolio risk changes when investors are looking to make significant trades.

Nevertheless, the approximation offered by MCTR holds reasonably well for portfo-
lios invested in vanilla securities and comes with lower computational cost as compared
to ICTR.2* It also highlights the overall risk structure of a portfolio.

4. Contribution to Risk (CTR)

This measure attributes a proportion of the portfolio risk to each security. CTR is cal-
culated as the product of the security exposure () and the marginal contribution to risk
(MCTR), and so has similar benefits and limitations as MCTR in terms of interpretation:

Wi

EXHIBIT4.9 Marginal Contribution to Risk
Source: For illustrative purposes only.
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CTR = w- MCIR = 10 - Y% (4.34)

%p

Unlike the previous measures (SAR, ICTR, and MCTR), CTR also has the intuitive
property of additivity, illustrated in Equation 4.33, i.e., the sum of CTRs across all port-
folio securities will sum to the aggregate portfolio risk. CTR is also linear in aggregation,
i.e., a sector-level CTR is simply the sum of security-level CTRs belonging to that sector,
which provides consistency across different decomposition modes and, thereby, enhances
its application as an investigative tool for better understanding risk.

N
o, =) CTR, (4.35)
i=1

The usefulness of these properties is drawn upon repeatedly throughout this
(o 25
section.

4.6.1 A GComparison of the Different Approaches

Exhibit 4.10 compares the different risk decomposition measures for a simple portfolio con-
sisting of corporate bonds, asset-backed securities, and agency debt. An examination of the
different contribution values and their differences provides several important insights into the
risk profile of this portfolio.

The long duration agency bond, Tennessee Valley Authority (TVA), has the highest indi-
vidual security risk in the portfolio, but only claims the second highest standalone risk con-
tribution. Instead, the corporate bond issued by PetSmart has the highest standalone risk on
account of its moderate security risk, but larger position size. Furthermore, the aggregate
portfolio risk is shown as 480 basis points (bp), which is considerably lower than the sum
of all standalone risks, which is equal to 797 bp, and quantifies the significant degree of
diversification afforded by holding these securities in a portfolio. However, the source of this
diversification is not immediately clear by inspecting the standalone risks alone.

When comparing SAR with ICTR, the incremental contributions provide a similar
picture of the top contributors, showing the same three bonds—TVA, PetSmart, and
Anheuser-Busch—as having the largest impact on portfolio risk based on their magnitude.
Unlike SAR, the sign of the ICTR additionally reveals information related to the correlation
of each security with the overall portfolio. As an example, the PetSmart corporate bond
has the largest ICTR of —194 bp. Liquidating this position and reinvesting the proceeds
back into the remaining portfolio positions leads to a sharp increase in aggregate risk. This
suggests that the PetSmart bond has a significantly lower (or negative) correlation with the
other securities in the portfolio.

Turning to the marginal contributions, at first glance, these appear significantly lower
than the alternative contributions. This arises by construction as they are scaled to show the
change in portfolio risk due to a 1% change in security weight.

Finally, the last column of the figure shows the CTR for each security, which is calculated
as the product of the security weight and the MCTR. The CTRs provide an additive decom-
position of the 480 bp of portfolio risk to each constituent security. The top two contributors
are TVA and Anheuser-Busch, which reflects their position size, high individual security risk,
and correlation with other securities in the portfolio. The MCTRs for both bonds are the
highest in the portfolio, indicating that changing their position is the most impactful way to
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Marginal

Contribution Contribution Contribution

Security Standalone to Risk to Risk to Risk
Level 1 Level 2 Weight Risk Risk (SAR) (ICTR) (MCTR) (CTR)
Security Name Sector Name Sector Name (%) (bp) (bp) (bp) (bp) (bp)
TENNESSEE VALLEY AUTHORITY Government  Agencies 10 1767 177 109 16 157
ANHEUSER-BUSCH INBEV FINANCE INC ~ Corporate Industrial 10 1153 115 60 11 105
CCCIT_07-A3 Securitized Asset Backed 10 1061 106 43 9 91
FHLMC REFERENCE NOTE Government  Agencies 10 862 86 29 8 76
CVS HEALTH CORP Corporate Industrial 10 519 52 -4 5 46
FORDF_18-2 Securitized Asset Backed 10 299 30 -29 2 23
GOLDMAN SACHS GROUP INC Corporate Financial 10 129 13 -43 1 9
ALTICE FRANCE SA Corporate Industrial 10 322 32 —-55 0 0
PETSMART INC Corporate Industrial 20 928 186 -194 -1 -26
TOTAL 100 480

EXHIBIT4.10 Risk Decomposition Measures for a Sample Portfolio

Source: BlackRock Aladdin, October 22, 2019.
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increase or decrease the aggregate portfolio risk. When combined with their security weight,
the resulting CTRs account for more than 50% of the risk in this portfolio. The lowest (neg-
ative) contributor is PetSmart, which reaffirms the diversifying effect of this position relative
to all others.

These observations will be revisited, and augmented, in the remaining sections of the
chapter as each decomposition mode is discussed in greater detail.

4.7 RISK DECOMPOSITION USING CTR

CTR is the primary risk measure underlying the decomposition methodologies presented in
the following subsections. It has several useful properties that make it extremely flexible for
understanding and quantifying risk along various dimensions of investor interest. In stan-
dard risk decomposition analysis, portfolio risk is usually shown at the security-level or at
the factor-level. For large investment portfolios, with hundreds of securities, or with expo-
sure to large numbers of factors, risk decomposition reports can be challenging to interpret,
particularly when investment decisions are made at the group-level, e.g., when expressing
sector or country views. Additionally, group-level metrics often offer a clearer explanation of
an investment strategy to senior investors, such as chief investment officers, or to their clients.
It is therefore common practice to aggregate these granular contributions in order to sum-
marize risk along dimensions that align with the decision variables utilized by the portfolio’s
investment management process and also to act as a detection mechanism to guard against
unintended risk allocations.

CTR also lends itself to further decomposition for those interested in a more forensic
examination of risk. This material is presented after the standard contribution and aggrega-
tion modes for securities and factors and covers three principle methods:

® Decomposition of CTRs into atomic contributions that isolate the risk due to a single
factor exposure for a single security

m Separation of CTRs into exposure, volatility, and correlation components

® Analysis of variance (ANOVA) which yields a two-dimensional representation of CTRs
designed to reveal the interplay between different entities?® in a portfolio.

4.7.1 Security-Level Contributions and Aggregations

Recall from Equation 4.35, portfolio risk (6,) can be disaggregated into security-level con-
tributions (CTR?)?” as follows:

N
o, =) CTR; (4.36)
i=1

Each security contribution can be re-aggregated to any grouping provided that every
security can be mapped to one, and only one, group. The groups are often defined based on
security characteristics—for example, sector membership, country membership, benchmark
membership, or strategy assignment—and are typically chosen to align with the market views
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Level 1/ Level 2 Contribution to

Sector Name Weight (%) Risk (CTR) (bp)
Government 20 233
Agencies 20 233
Corporate 60 134
Financial 10 9
Industrial 50 124
Securitized 20 114
Asset Backed 20 114
TOTAL 480

EXHIBIT4.11 Sector Contributions
Source: BlackRock Aladdin, October 22, 2019.

or strategy being implemented in the portfolio. This aggregation gives rise to a group-level
contribution and is illustrated in Exhibit 4.11 using sectors as an example.
A sector-level contribution can be calculated by aggregating across all security contribu-
tions in a given sector:
CTR ;= D, CTRS (4.37)

iesec(f)

The portfolio risk can then be recovered by aggregating across all sector contributions as
follows:

]
o, =Y CTR (4.38)
j=1

To illustrate, the security-level contributions from the sample portfolio in Exhibit 4.10
can be aggregated using the sector mappings to level 1 and level 2 groups (shown in the same
exhibit). Exhibit 4.11 presents the resulting sector contributions and shows that the agency
bonds dominate the risk profile with a contribution of 233 bp, accounting for nearly half of
the overall risk. The agency sector contribution is formed by the summation of the TVA and
FHLMC security contributions:

233 bp =157 bp + 76 bp (4.39)

—_—— N~
TVA FHLMC

The remaining risk is roughly equally split between the bonds issued by industrials and

the asset-backed debt.

4.7.2 Factor-Level Contributions and Aggregations

Factor-level contributions assume the use of an underlying linear factor model that maps
security risk to a set of M systematic factors and an idiosyncratic component.
Recall portfolio risk can be expressed in factor terms as:

o, = (1 BEB'w)? (4.40)
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For ease of exposition, the idiosyncratic term can be incorporated into the systematic
term as an additional M + 1% factor.
Analogous to security contributions in Equation 4.34, factor contributions are given by:
>B'w
p

Jdo
CTR! = (B'w)- —L— = (B'w)

SE (4.41)

This provides the required re-aggregation of contributions to aggregate portfolio risk:

M+1
6= CTR;.‘ (4.42)
j=1

As with security decompositions, individual factor contributions can be re-aggregated
to any factor grouping (hereafter referred to as factor blocks), providing each factor maps
to one, and only one, factor block. Factor block definitions are typically dependent on the
specification of the underlying risk factor model. As an example, a risk factor model for US
corporate bonds may contain factors to capture interest rate sensitivity to different points
on the US government curve, as well as a granular set of spread factors to capture common-
ality across different ratings (A, AA, ...), maturity (2-year, 5-year, ...) and industry (utilities,
financials, ...) cohorts.

Exhibit 4.12 illustrates one possible hierarchy of factor blocks that could be used to
create group-level contributions. For the purposes of brevity, a full four-tier expansion is
only presented for corporate spread factors for bonds with an IG rating.

Factor block contributions are calculated by aggregating across all factor contributions
in a given block:

— f
CTRyppy= D, CTR/ (4.43)
jeblk(k)
Portfolio
Level 0 Risk
Level 1 Rates Spreads Volatility
|
Level 2 Corporate Swap ABS Government
Investment : .
Level 3 Grade High Yield
I I |
Level 4 Industry Attributes Maturity Idiosyncratic

EXHIBIT4.12 Hierarchy of Factor Blocks

Source: For illustrative purposes only.
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Contribution to
Factor Block Block Level Risk (CTR) (bp)

Swap Spreads 2 5
ABS 2 -6
Government 2 3
Corporate 2 -102
High Yield 3 =77
US Corp HY Industry 4 -88

US Corp HY Attribute 4 -10

US Corp HY Maturity 4 2

HY Idiosyncratic 4 18
Investment Grade 3 -25
US Corp IG Industry 4 -32

US Corp IG Maturity 4 8

US Corp IG Attribute 4 -5

IG Idiosyncratic 4 3

TOTAL 0 480

EXHIBIT4.13 Factor Block Contribution
Source: BlackRock Aladdin, October 22, 2019.

The portfolio risk can then be recovered by aggregating across all K factor block
contributions:
K

o, =Y CTRyq (4.44)
k=1

To illustrate factor block contributions, the hierarchy in Exhibit 4.12 is applied to
the sample portfolio of Exhibit 4.10. The resulting block contributions?® are shown in
Exhibit 4.13.

This decomposition yields a very different view of the risk from that provided by the secu-
rity and sector views. Firstly, all bonds map to US interest rates, and through the accumulation
of risk exposures to interest rate factors, this results in a very large, dominant contribution of
581 bp arising from the rates block. This suggests that changes in interest rates are expected
to dominate the returns of this portfolio, more so than any other factor. Given this is higher
than the portfolio risk of 480 bp, the remaining factor contributions must have a diversifying
effect in aggregate. This is primarily driven by the corporate spread factors with an offsetting
contribution of =102 bp. Within the corporate spread block, this is mostly attributed to the
HY factors, more specifically, industry spread factors.

As a final note, the volatility block, which captures the degree of risk due to embedded
optionality, has a minute impact on the risk profile, which aligns with the fact that the majority
of the securities in the portfolio bear no explicit exposure to implied volatility movements.

4.7.3 Decomposing Contribution to Risk into Atomic Contributions

Security and factor contributions each give rise to a one-dimensional decomposition of port-
folio risk as shown in Equations 4.36 and 4.42. In some cases, a single security may represent
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Block Contribution to Risk (CTR) (bp)

Swap Total

Sector Name Rates HY IG ABS Spreads Government Volatility CTR
Government 229 3 233
Agencies 229 3 233
Corporate 237 77 -25 -1 134
Financial 9 9
Industrial 228 77 -25 -1 124
Securitized 115 -6 ) 114
Asset Backed 115 —6 5 114
Total 580 -77 -25 -6 5 3 -1 480

EXHIBIT4.14 Atomic Contributions
Source: BlackRock Aladdin, October 22, 2019.

a large proportion of the aggregate portfolio risk, which may prompt an investor to seek
to understand the exact factor, or set of factors, that are the underlying source of this risk.
Equally, a single factor contribution may dominate the risk profile of a portfolio and may
lead to further investigation of which securities are responsible for this contribution. What
we call “atomic-level contributions” can help answer these questions. The basic idea is to
simultaneously calculate the contribution of each security in the portfolio while also decom-
posing each securities factor exposure. Exhibit 4.14 shows what this looks like for the sample
portfolio.

To understand the calculation of atomic contributions, it is helpful to recall the formula-
tion of portfolio risk from security positions (w), security-level risk exposures (B), and factor
covariances (X).2° A simple reordering of summations and some minor simplification yields
the definition of atomic contributions:

o, = L BB w) (4.45)
%
1 N M M
=— > Y wB; Y T;(B'w), (4.46)
%p i=1 =1 =1
———— —
cTrY
if

As noted above, atomic contributions (CTR;( ) can be viewed in two ways:

1. Atomic contributions can be used to split every security contribution into its constituent
factor contributions, that is:

M+1
CTR: = ) CTRj/.f (4.47)
j=1

2. Alternatively, atomic contributions can be used to apportion every factor contribution
into the securities that contribute to that factor (exposure):
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N
CTR;‘ =y CTRj[ (4.48)
=1

In both cases, the calculation aggregates by one of the remaining outer summations
in the last expression of Equation 4.46 to provide the appropriate resolution.

Aggregations of atomic contributions are also common, either by securities, factors,
or both in unison. The latter is typically applied to give a parsimonious decomposition
into sectors and factor blocks, which is often easier to comprehend than showing the
entire grid of atomic contributions.

Returning to the sample portfolio of Exhibit 4.10, decomposing risk into atomic contri-
butions provides a convenient link between the security-based modes and factor-based modes.
Exhibit 4.14 shows the two-dimensional atomic contributions linking the sector decompo-
sition of Exhibit 4.11 with the factor block decomposition of Exhibit 4.13.3% The row and
column aggregate contributions align with the previously shown sector and factor block risk
reports.

Each column shows the distribution of block contributions for every sector. As noted
previously, the rates contribution is formed from risk exposures across securities in all sectors.
Similarly, the row contributions decompose each sector contribution into its underlying factor
blocks. This clearly shows that the agency and securitized bonds are predominantly composed
of rates risk (with little to no contribution elsewhere), and as to be expected, the corporates
block is solely responsible for the IG and HY contributions.

4.7.4 Decomposing Contribution to Risk into Exposure, Volatility, and Correlation

Using Equation 4.34, a security contribution CTR; can be written as:

W;i0; 2,jWi0;pj;
CTRS = L (4.49)

%p

Under further examination, this expression reveals that three key drivers influence the
magnitude of the risk contribution; these drivers are represented by the terms in the numer-
ator: w;, 6, and Zw,o;p;;.

The first term represents the security weight in the portfolio and, more generally, can be
thought of as the exposure of the portfolio to a given security. The second term is the risk of
the security in isolation, and the third term represents a risk weighted average correlation of
that security with all others in the portfolio. The separation of Equation 4.49 into three terms,
abbreviated CTR] = X;o;p;;, was first introduced by Davis and Menchero (2011) under the
moniker of X-Sigma-Rho.3!

This decomposition shows that risk contributions will increase as the security exposure
increases, as the security’s risk increases, or as the correlation of a given security increases
with the remaining positions in the portfolio. As such, it provides an intuitive and easily
understood representation of contribution to risk that has gained significant traction with
the practitioner community.

It also provides direct linkage with the other risk decomposition measures discussed at the
beginning of the chapter, namely SAR and MCTR, which are both embedded in the right-hand
side terms. SAR is the product of the first two terms, exposure and volatility, i.e., SAR; = X - ¢;
while MCTR is the product of the last two terms, i.e., MCTR; = o, - p;.
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Security Marginal
Weight Risk Correlation Standalone Contribution Contribution
(“X”) (“Sigma”) (“Rho”) Risk (SAR) to Risk to Risk

Security Name (%) (bp) (bp) (bp) (MCTR) (bp) (CTR) (bp)
TENNESSEE VALLEY 10 1767 0.89 177 16 157

AUTHORITY
ANHEUSER-BUSCH INBEV 10 1153 0.91 115 11 105

FINANCE INC
CCCIT_07-A3 10 1061 0.86 106 9 91
FHLMC REFERENCE NOTE 10 862 0.88 86 8 76
CVS HEALTH CORP 10 519 0.88 52 5 46
FORDF_18-2 10 299 0.76 30 2 23
GOLDMAN SACHS GROUP INC 10 129 0.73 13 1 9
ALTICE FRANCE SA 10 322 0.01 32 0 0
PETSMART INC 20 928 -0.14 186 -1 -26
TOTAL 100 480

EXHIBIT4.16 Security-Level X-Sigma-Rho Decomposition
Source: BlackRock Aladdin, October 22, 2019.

Exhibit 4.15 shows the security-level X-Sigma-Rho decomposition applied to the
sample portfolio. The additional information provided by X-Sigma-Rho (in comparison
to Exhibit 4.10) is the correlation term (“Rho”), which represents the correlation of each
security with the rest of the portfolio. This yields the missing piece of information in
reconciling the SARs and CTRs and provides explicit validation of the previous remarks
relating to which securities are the top-most contributors and which ones diversify. The
diversification is clearly provided by the bottom two, high-yield bonds, Altrice and PetSmart,
which have low correlations of 0.01 and -0.14 with the remaining positions.

4.7.5 Decomposing Contribution to Risk Using ANOVA

ANOVA is a two-dimensional decomposition, which in contrast to atomic contributions,
splits portfolio risk into the same dimensions vertically and horizontally.

In the case of security contributions, ANOVA splits the standalone risk arising from a
security from the interaction terms that arise due to this security’s correlation with all others
in the portfolio. Rather than aggregating the interaction terms into a single number, each
correlation term is shown separately. The resulting decomposition is typically represented as
a matrix of contribution terms where each row and column corresponds to a single security.
In this way, ANOVA exposes how the interaction (both the magnitude and sign) between any
two securities contributes to the overall portfolio risk.

The idea is illustrated for a two-security portfolio. The security-level contributions are
given by Equation 4.34 as:

1
CTR] = G—(uﬁcyf + W 10,610,p1 ) (4.50)
P
1
CTR; = O_-(W%O'% + walo'zo'lpl’z) (4.51)

14
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Block Contribution to Risk (CTR) (bp)

Swap
Factor Block Rates HY 1G ABS Spreads Government Volatility
Rates 909
High Yield —242 127
Investment Grade -81 35 20
ABS -12 3 1 2
Swap Spreads 8 -2 -1 0 1
Government 2 1 0 0 0 1
Volatility -2 1 0 0 0 0 0
TOTAL 580 -77 -25 -6 5 3 -1
Block Correlation
Swap
Factor Block Rates HY IG ABS Spreads Government Volatility
Rates
High Yield -0.71
Investment Grade -0.59 0.69
ABS -0.27 0.2 0.19
Swap Spreads 0.28 -0.21 -0.21 -0.17
Government 0.06 0.13 —-0.01 -0.01 0.2
Volatility -0.77 0.66 0.57 0.24 -0.44 -0.13
0.88 -0.31 -0.25 -0.17 0.26 0.2 -0.6

EXHIBIT4.16 Factor Block ANOVA Report
Source: BlackRock Aladdin, October 22, 2019.

This yields the following 2-by-2 ANOVA representation:

2 2
l < wlo-l w1w202-10£2p1,2> (4 52)
O'p Z/Uzwlo'zo']p]l WZO'Z

The same set of aggregations and decompositions that apply for standard risk decompo-
sition modes can also be applied to ANOVA, so that each row and column can be mutated
to represent a sector, a factor-block, or any other dimension of interest.

Exhibit 4.16 presents the sample portfolio through the lens of a factor block ANOVA
report.3?

The ANOVA report clearly illustrates the interplay between the different factor blocks.

Looking at the magnitudes of the entries, the risk profile is dominated by the contribu-
tions from rates and HY, with the remaining factor blocks providing little additional risk
contribution. The rates block is shown to have a standalone contribution of 909 bp, which
represents the risk arising from this factor block scaled to the aggregate risk. As observed
previously, the HY block diversifies this exposure a lot and leads to a sizable reduction in the
overall rates block contribution. Generating an ANOVA report at more granular resolutions
would allow an investor to hone in on the exact risk factor exposures that give rise to this
effect.

The exhibit also shows the implied block correlations between the different factor blocks.
These are computed by dividing the row and column entries by the corresponding diagonal
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entries and is analogous to extracting a correlation matrix from a covariance matrix, where
the ANOVA matrix is treated as the covariance matrix. For example, the block correlation
between rates and HY is computed as:

—242 bp

/909 bp x 127 bp

These correlations allow an investor to scale exposures to different blocks in order to
better manage the overall risk of the portfolio while remaining faithful to the existing views
expressed in the portfolio.

~0.71bp = (4.53)

4.8 RISK DECOMPOSITION THROUGH TIME

The methodologies presented thus far have focused on the decomposition of portfolio risk at
a single point in time. In this section, these ideas are extended to examine how risk changes
can instead be decomposed through time. Such decompositions have the benefit of yielding
insight into how market dynamics and portfolio repositioning separately influence risk levels,
thereby enhancing the analytics available to investors for understanding and explaining their
strategies. This separation is particularly important as portfolio managers are only able to
directly influence the second component (through portfolio repositioning).

The separation of risk changes due to risk forecasts and portfolio repositioning impact
distinct components of the risk contribution (CTR), and so it is helpful to adopt the
X-Sigma-Rho representation as it facilitates a cleaner separation between these two related
effects. Recall the X-Sigma-Rho decomposition of:

CTRZ = Xi . O-i . pi (4.54)

It is clear from this expression that portfolio repositioning directly influences the exposure
term (X;), while changes in the risk forecasts are embedded in the last two terms (¢; and p;).
For convenience, it is helpful to aggregate the last two terms as follows Y; = ¢,p; into what
is termed the economy component. This is in contrast to X; which we will refer to as the
exposure component.

The change in risk contribution due to exposure and economy changes between two
points in time, #; and t,, is then calculated as follows:

ACTR,, = CTR,,, - CTR,, (4.55)
=X, Vi, = Xir, Vi, (4.56)
= %(Yi,tl + Y, ))Xip, = Xip) + %(x,;tl + X))V, = Yig) (4.57)
= ACTR;}” + ACTR{{ (4.58)

The last expression provides the desired separation of risk contributions. The first term
attributes the change resulting from adjusting only exposures and keeping the economy fixed
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to its simple average.33 This term directly answers the question of what changes would be
introduced if the underlying risk model was kept static over this time period. The second term
reflects the remaining change from adjusting the economy and keeping the portfolio’s risk
exposures constant, which isolates the change in risk introduced by updates in the underlying
risk model’s forecasts.

These terms may also be aggregated to provide group-level or portfolio-level decompo-
sition of economy and exposure changes:

Ac,, = Y ACTR,, (4.59)

= ) ACTR{Y + ) ACTR (4.60)

As an example, Exhibit 4.17 shows an economy-exposure risk decomposition of the Bar-
clays Bloomberg Global High Yield Index aggregated by level 1 factor blocks. The example
compares two dates: December 2018, when the risk of this index was elevated to 607 bp, and
October 2019, by which point the overall risk had fallen to 275 bp. The first two columns
provide a point-in-time block decomposition of the index at these dates in accordance with
the methodology described in the previous section. The remaining columns show the decom-
position into exposure changes, economy changes, and the aggregate of these two effects
(labeled “Total Change”). The final row shows that the total change in risk, of -332 bp, can
largely be attributed to economy changes, accounting for 266 bp. Within this component,
the block decomposition shows that the underlying risk model’s estimates of spread factor
volatilities and correlations were primarily responsible for this decrease.

A related analysis that often accompanies economy—exposure decomposition is to exam-
ine the time-series of portfolio risk under the assumption of constant economy and constant
exposure.

In constant economy analysis, portfolio risk is recomputed through time using a single,
fixed covariance matrix, which is conventionally taken to be the most recent date of anal-
ysis. This can indicate the influence of portfolio repositioning on risk forecasts and could
be used to determine whether trade sizing is appropriately scaled, for example, when an
investor is de-risking or re-risking the portfolio in response to changes in their convictions.
Using Equation 4.40, the factor covariance matrix X is kept constant, with varying security
weights3# w, and risk factor exposures B.

Contribution to Risk (CTR) (bp)

Exposure Economy Total
Factor Block 20-Dec-18 22-Oct-19 Change Change Change
Rates -125 —-141 44 -60 -16
Spreads 730 410 -111 -209 -321
Volatility 2 6 1 4 4
TOTAL 607 275 —66 —266 -332

EXHIBIT4.17 Economy-Exposure Risk Decomposition
Source: BlackRock Aladdin, October 22, 2019.
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In constant exposure analysis, the portfolio’s risk factor exposures are assumed to be fixed
over time (typically, to the most recent analysis date). The resulting portfolio time-series then
isolates changes solely due to updates in the underlying risk model’s forecasts of volatility
and correlations. This can show how market events propagate through the model and can
be used to calibrate an investor’s understanding of the responsiveness of their underlying risk
model in different market environments.

These ideas are illustrated in Exhibit 4.18, which show the various risk time-series for the
same HY index used previously. The black series represents the historical risk of this index
for the 2-year period leading up to October 2019. The dark and light grey series represent
the constant exposure and constant economy versions, respectively. The graph shows that
the dark grey and black series align very closely and, therefore, illustrates that much of the
variation in risk for this index has been driven by market changes. The fourth quarter of 2018,
in particular, represented a period during which credit spreads widened significantly, reflecting
the broad negative market sentiment and the movement of capital away from high-risk assets,
such as equities and high yield credit.

From the perspective of a risk manager, the time series decomposition of risk through
time between exposure and the economy is a tremendously powerful tool. Day-to-day risk
management will necessarily flag current outlier risk levels in portfolios, whether it be portfo-
lio risk or active risk relative to a benchmark. While the level of risk is what it is, careful study
of the time series can provide insights for remediation. For example, if a portfolio’s risk has
risen precipitously and can be primarily attributed to the portfolio manager ratcheting up the
portfolio’s exposures, the remediation may be as simple as insisting that the portfolio man-
ager dials down exposures. In contrast, if the portfolio’s exposure is substantially unchanged
over time but the heightened risk arises from increasing economy risk, (i.e., rising correlations
and/or volatility), depending on the nature of the portfolio’s mandate, the risk manager may
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EXHIBIT4.18 Risk Time-Series for HY Index
Source: BlackRock Aladdin, October 22, 2019.
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be more inclined to hear out the portfolio manager and perhaps wait out the market since
the risk breach is passive.

4.9 RISK DECOMPOSITION: SUMMARY

The previous section started with a description of alternative measures used to decompose
aggregate portfolio risk at a point in time, with an outline of their practical and theoretical
strengths and weaknesses. CTR emerges as the most prominent, and widely adopted, mea-
sure due to its simplicity, ease of computation, and tractability. The tractability of CTR, in
particular, is demonstrated through a variety of decomposition modes that allow practition-
ers to gain insight into the sources of risk along different dimensions of investor interest as
well as over time.

As such, the risk decomposition methods presented in this chapter provide an essential
toolbox for practitioners to better understand and manage an investor’s risk budget; to cre-
ate alignment with their investment convictions; and thereby better execute on their client’s
objectives.

APPENDIX A. EHVaR: IDIOSYNCRATIC RISK ESTIMATION

(1) Calibration of skewed-# distributions

The mapping from diversification to skewed-¢ distribution parameters for each asset class
is determined by simulating issuer rating transitions using a long-run quarterly historical
agency rating transition matrix for all bonds in the Barclays Bloomberg Investment Grade
and High Yield indices. The idiosyncratic return associated with each rating transition is
then estimated using the difference in average spread level between the initial rating and the
final rating times the spread duration of the bond.

To simulate the impact of diversification, portfolios are constructed by drawing bonds
at random from the Barclays Bloomberg Investment Grade index; each portfolio consists of
N equally weighted bonds where N runs from 1 to 100. The returns on each of the 100
portfolios are simulated 100,000 times by simulating independent rating transitions on each
bond in the portfolio, and the resulting portfolio returns are then fit to 100 separate skewed-¢
distributions. An identical exercise is repeated using bonds from the HY index.

The output of the calibration is a mapping from portfolio diversification (defined as the
number of bonds N in the portfolio) to a set of parameters that control the degree of skew and
fat-tailedness of the skewed-# distribution. Exhibit 4.19 shows the fitted high-yield skewed-¢
distribution for different levels of portfolio diversification. The vertical lines indicate 99%
Expected Shortfall (ES) for skewed-# and normal distributions respectively.

Notice that as the level of portfolio diversification increases, the skewed-# distribution
starts to converge to the normal distribution. Given a confidence level and skewed-¢ distri-
bution, an idiosyncratic tail risk multiplier (ITRM) is suggested, analogous to the systematic
tail risk multiplier (STRM). The tail risk multiplier in Equation A.1 is defined as the ratio of
the VaR from the skewed- distribution to the VaR from the normal distribution.?’

R _
ITRM, = VaR, (skewed — ¢)
—o-1(1—a)

(A.1)
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EXHIBIT4.19 High-Yield Skewed-# (dark gray line) Versus Normal (light gray line) Distribution for
Different Levels of Diversification (dotted lines represent 99% ES)

Source: BlackRock Aladdin. BBG Barclays USD CORP IG/HY index constituents’ OAS as of
12/31/2012. Moody’s historical average 1-year rating migration rates, 1983-2010.

Exhibit 4.20 shows the idiosyncratic tail risk multipliers for IG credit and high yield
for 95% and 99% VaR and expected shortfall at different levels of diversification. Notice
that high yield has higher multipliers than IG, but that both multipliers converge to 1 at high
levels of diversification. For a given level of diversification, 99% VaR and 99% ES multipliers
are higher than 95% VaR and 95% ES multipliers, respectively; tail risk diverges from the
normal approximation further into the tail of the distribution. For a given confidence level a,
ES multipliers are higher than VaR multipliers.

(2) Computation of idiosyncratic diversification on portfolio cohorts

The calibration in the previous step provides a map from idiosyncratic diversification and
asset type into a particular skewed-¢ distribution. Diversification was defined by the num-
ber of bonds in a portfolio. Diversification cannot be defined in a similar way on actual
portfolios because two portfolios with the same number of bonds might have very differ-
ent levels of diversification. For example, a portfolio consisting of three equally weighted
bonds issued by Morgan Stanley is clearly less diversified than a portfolio consisting of equal
weights in Morgan Stanley, Ford, and GE bonds, respectively. Similarly, a portfolio that has
90% weight in Ford and 5% weights in Morgan Stanley and GE is less diversified than a
portfolio that is equally weighted in each. In other words, the definition of diversification in
the initial step was straightforward because the portfolios were assumed to consist of equally
weighted, uncorrelated securities. However, in practice, idiosyncratic diversification is com-
puted on actual portfolio idiosyncratic cohorts where weights are, in general, unequal, and
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EXHIBIT4.20 95% and 99% VaR and ES Idiosyncratic Tail Risk Multipliers at Different Levels of
Diversification
Source: BlackRock Aladdin, December 31, 2012.

idiosyncratic returns may be correlated. Thus, an algorithm is needed to translate unequally
weighted, correlated security weights into the number of equivalent equal weighted, uncorre-
lated securities. For each cohort, idiosyncratic risk is aggregated at the issuer level. BlackRock
risk models impose the assumption that idiosyncratic risk between issuers is uncorrelated.
Given a set of notional issuer weights w; and issuer idiosyncratic volatilities ¢;, the inverse
of the Herfindahl index of issuer risk-adjusted weights w;c; is used to compute a diversifi-
cation score for each cohort.3® The idiosyncratic diversification score reveals the number of
equal risk-adjusted issuer bets in the cohort. This diversification score can be used to map
each cohort to its own skewed-¢ distribution using the calibration on the equal weighted
portfolios described in the previous section.

Ww;o;

_Wi%i A2
2wio; (42

. . . 1
Diversification Score = = where 0, =

i’

As described, bonds are first bucketed into four cohorts, and the diversification score

is computed for each. The diversification score, asset class, and direction of trade for each
idiosyncratic cohort in the portfolio uniquely determine the parameters of the skewed-# distri-
bution for the corresponding cohort. The idiosyncratic tail risk multiplier (ITRM) as defined
in Equation A.1 is then computed analytically for each cohort based on the confidence level
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a and the specific skewed-¢ distribution. The standalone VaR of each cohort is then defined
as the cohort idiosyncratic volatility times the ITRM for the cohort.

VaRa,cohort/ = ITRMa,jo-cohort/ where O-cohort/ = (AS)

The standalone VaR of each idiosyncratic is then aggregated with systematic VaR to
calculate portfolio total VaR.

APPENDIX B. EHVaR: AGGREGATION

Aggregating VaR from different distributions is generally complex—even in the case when
the distributions are statistically independent. In general, it is not possible to combine VaR
from different independent distributions directly. A convolution (i.e., sum) of the underlying
distributions themselves must be computed, and total VaR must be derived from the con-
volved distribution. However, in the special case where returns are normally distributed, VaR
from different distributions can be added in quadrature to get total portfolio VaR.3” For
instance, analytical VaR is computed by adding systematic and idiosyncratic standalone VaR
in quadrature.

systematic

Analytical VaR, 1 = =@~ (1 - (X)\/O'Z + z Uizdio,j (B.1)

cohort;

Given the complexity in computing the convolution of up to five different distributions
(four idiosyncratic cohorts and one systematic cohort), some numerical accuracy is sacrificed
for the sake of analytic tractability in computing total VaR. The simplest solution is to follow
analytical VaR and add the different standalone VaR components in quadrature even though
we know the underlying distributions are nonnormal. This approach embeds a contradiction.
Nonnormality is accommodated in computing standalone VaR, and yet the distributions are
treated as normal for the purposes of aggregation. However, it can be shown that imposing
the assumption of normality in order to aggregate VaR provides a reasonable approxima-
tion to the analytically correct method of computing VaR through convolution in most cases:
the normality approximation generally provides a slightly conservative estimate of total VaR
compared to the analytically correct VaR in the order of 0%—5%. On the other hand, impos-
ing the assumption of normality in computing VaR throughout (i.e., using analytical VaR) will
generally result in a significant understatement of VaR, especially at high confidence levels.

EHVaR thus makes the assumption that total portfolio VaR can be computed by adding
the systematic VaR and idiosyncratic cohort VaR in quadrature.

idio,other

VaRa,Total = _(I)_l(l —a) \/(STRMaasystematic)z + Z (ITRMa,iGidio»/)z + on (BZ)

cohort;

HVaR can be reinterpreted as simply a rescaled version of analytical VaR where the
systematic and idiosyncratic components of AVaR have each been scaled by their own specific
multipliers before adding them in quadrature.
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. Claire Deng, Egon Kalotay, and David Greenberg significantly contributed to this chapter.
. With respect to S&P data, S&P GSCI is a product of S&P Dow Jones Indices LLC (“S&P DJI”).

S&P® is a registered trademark of Standard & Poor’s Financial Services LL; Dow Jones® is a
registered trademark of Dow Jones Trademark Holdings LLC. © 2022 S&P D]JI. All rights reserved.
S&P DJI does not sponsor, market or promote investment products based on its indices, and S&P
DJI does not have any liability with respect thereto. Additionally, the MSCI data contained herein
is the property of the MSCI Inc. or its affiliates (collectively, “MSCI”). MSCI and its information
providers make no warranties. The MSCI data is used under licenses and may not be further used
distributed or disseminated without the express written consent of MSCI.

. Specifically, the Sveriges Riksbank Prize in Economic Sciences in Memory of Alfred Nobel.
. The deterministic component a represents the horizon rate of return (HROR) where all risk factors

are held constant except for the passage of time.

. The classes of model summarized in Table 4.1 follow Connor (1995). More recent developments,

such as Kelly, Pruitt, and Su (2019), integrate statistical and fundamental approaches and estimate
characteristics’ mappings to loadings on latent factors.

. In the case where a portfolio has a benchmark, active risk is computed by substituting w, — w,

portfolio minus benchmark weights, into Equation 4.7.

. See Section 4.3.3.1 for further discussion of optimizing the bias-precision trade-off. Empirical

covariance estimates with less restrictive structural assumptions are discussed in Section 4.3.3.2.

. Assuming a US holiday calendar.
. Figlewski, 1997.
. Given a decay parameter 4, log[0.01/4] yields the window length that contains 99 % of the weight.

This rule of thumb can be used to estimate a window length consistent with the chosen half-life.

. Note that even though the effective number of observations with overlapped data is less than T,

the value of T in Equation 4.6 is unchanged. If the returns had been subtracted by the sample
mean estimates, then the value of T'would decrease to t,; defined in Equation 4.8. Intuitively, if the
returns are highly autocorrelated due to overlap, then demeaning will take out most of the variation
around the mean, which will result in a spurious low estimate of the volatility of the factor return
unless the number of observations is reduced.

This adjustment is similar in spirit to the bias-statistic-based approach proposed by Menchero and
Morozov (2015).

BlackRock risk models allow users to choose daily, weekly, or monthly sampling frequencies to
estimate the covariance matrix.

Note: The window of unoverlapped (independent) observations needs to increase from N to
N + L to compute the N overlapped observations in Equation 4.12.

Overlapping and the Newey-West methodology can be shown to be mathematically equivalent
under certain conditions.

Generalizations of the factor model structure along the lines, discussed in Section 4.3.3, become par-
ticularly useful when the covariance matrix is applied to portfolio optimization or when violations
of the model assumptions may be of particular significance.

“Violation rate” in the current context refers to the rate at which portfolio return observations
exceed the 99% VaR boundary over the 2003-2019 sample.

Note the forms of the statistical tests of significance.

Refer to Section 4.4.1 for an analytical exposition of HVaR as an extension of AVaR.

Note that HVaR/ES forecast can similarly be expressed as expected shortfall assuming normality
times a tail risk multiplier. STRM for ES is defined as the ratio of expected shortfall of z-scores to
ES of the normal distribution.

Idiosyncratic risk for all other asset classes is assumed to be normally distributed.

The importance of this is described in further detail in Chapter 10.

These measures are described in the context of security-level measures.
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24. The differences between MCTR and ICTR are somewhat analogous to the use of duration (as a
partial, and approximate, measure of interest rate sensitivity) as compared to using full revaluation
to understand security price responses resulting from changes in interest rates.

25. CTR can be expressed in basis points or normalized to sum to unity. The latter is achieved by
dividing through by o, in Equation 4.35.

26. Entities could be securities, factors, or aggregations of either.

27. Superscripts denote a security-level contribution.

28. The coloring corresponds to the factor block hierarchy in Exhibit 4.12.

29. In a system with N securitities and M + 1 risk factors.

30. The factor block representation adopts level 1 blocks for rates and volatility, with a mixture of level
2 and 3 breakdowns for the spread factor block.

31. So named after the conventional notation used for exposure, volatility, and correlation in the
literature.

32. The matrix is symmetric and it therefore suffices to only show the lower diagonal entries.

33. In theory, many economy-exposure decompositions are possible, on observing that for any
constant a: Xl.yt2 Yt.,t2 —Xl.,t1 Yl.,t1 =(a Yt.,t1 +(1 —a)Yl.’tZ)(Xiqt2 —Xl.‘tl) +((1 - a)Xl-,t1+ aXi’tZ)(Yi’tz— Yi’tl).
The choice of @ = 1 is generally adopted as it assigns equal weight to each component over the time
window of the analysis. Other choices of a would bias either the average economy or exposure
toward one date over the other.

34. The changing exposure term also reflects variation in risk from changing security weights due to
price activity. In practice, this is typically less significant compared to changes arising from portfolio
repositioning.

35. An identical computation is done to compute ITRM for expected shortfall.

36. The Herfindahl index is only one among several diversity indices—see for example Meucci (2009).
What defines a “good” diversity index in the current context is that the skewed-¢ distribution
parameters resulting from calibrating portfolios with different sets of weights but identical diver-
sity index values are the same. If they are the same, then the portfolio diversity index and the
diversification score of calibrated portfolios, which consisted of only equal weighted portfolios, can
be treated as equivalent. Monte Carlo simulations suggest that the Herfindahl index was the best
among several competing measures of diversity in capturing this particular aspect of diversification.

37. “Combining in quadrature” is a Euclidean (/*) norm. For instance, x, y, z in quadrature =

Va2 +y2 422
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9.1 INTRODUCTION

Prior to the 2008 Global Financial Crisis, stress testing was typically used as an adjunct to sta-
tistical approaches to risk measurement and management (such as Value at Risk [VaR] and ex
ante tracking error) to quantify the profit and loss (P&L) associated with potential tail events.
While academics and sophisticated practitioners certainly would acknowledge the limitations
of statistical risk models based on historical data, the perceived mathematical sophistication
of these models as well as the benign nature of short- and medium-term historical experience
undoubtedly lulled some risk managers into overlooking the weaknesses of relying on risk
models calibrated exclusively with historical data to forecast future market risk.

The extreme market moves exhibited during the Global Financial Crisis exposed the
limitations of standard risk models and highlighted the need to augment their insights.
Post-financial crisis, market risk has become increasingly difficult to forecast as prolonged
monetary policy intervention by central banks and sudden political shocks have arguably
overtaken economic fundamentals or technical data in driving financial markets.? These
policy shocks have triggered sudden regime shifts and breakdowns in historical relationships
among market variables.

Given the unpredictability intrinsic in the market, scenario analysis provides a critical
complement to VaR and other related statistical risk measures. Serious scenario analysis
encourages risk managers to think about what may happen in the future and creates direct
and explicit links between changes in the macroeconomic environment, financial markets, and
then applies them to portfolio exposures to determine hypothetical investment outcomes. In
contrast to purely statistical or risk models, scenario analysis has the singular virtue of being
forward-looking even at the risk of being less “scientific.” This has led regulators to increas-
ingly emphasize scenario analysis (i.e., stress tests) as an important element of the supervisory
process.> However, this virtue proved to be a double-edged sword as, unlike more tradi-
tional historical approaches, there is no established standard or framework for constructing
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scenarios. In fact, the greatest challenge in stress testing is how to effectively define and gen-
erate hypothetical yet plausible stress scenarios. Further, to our knowledge, there has been
only limited research on best practices in scenario generation.*

In this chapter, we describe a Market-Driven Scenario (MDS) framework designed to
partially mitigate the subjective and often ad hoc nature of hypothetical scenario genera-
tion. In the MDS framework, economic forecasts and market views are collected from a wide
number of constituencies within an organization, including risk management, investors, and
economists. These views are then distilled using a disciplined process that incorporates sta-
tistical constraints to form a final set of scenarios.

The MDS framework has some elements in common with the decision-making approach
advocated in James Surowiecki’s (2004) best-selling book Wisdom of Crowds. Surowiecki
argues that a decision arrived at by aggregating the information across many individuals
is often better than a decision made by any single individual. According to Surowiecki, the
aggregation of individual information is likely to be most efficient if three separate criteria
are met:

1. Each individual has some private information and specialized knowledge not available
to others.

2. Individuals’ opinions are independent and not subject to groupthink.
3. There is some independent mechanism for turning the private views into a collective view.

The MDS framework satisfies these three criteria. Namely, scenarios are developed by
drawing on input from a diverse set of investment professionals across different asset classes,
geographies, and functional units. Each group has specialized knowledge not available to
other groups. A firm’s risk management team is the central mechanism by which information
is aggregated and used to inform the creation of an economic scenario. The entire MDS
process is led by this team.

The MDS development procedure starts by having risk managers, investors, and
economists periodically identify current issues of focus or concern in the market, such
as was the case with the 2016 UK referendum on EU membership (“Brexit”). Once an
important issue is identified, a set of idealized economic outcomes are envisioned that seek
to span the space of likely outcomes for that event. These outcomes are then translated into
instantaneous shocks to a relatively small set of policy variables.

The process of translating alternative economic outcomes into sets of policy variable
shocks (i.e., moves in major equity, bond, commodity market indices, FX rates) is highly
subjective, and the methodologies used by investors for identification and sizing of variable
shocks are diverse. Approaches range from relying on the expert opinion of portfolio and
risk managers to, at least conceptually, utilizing granular structural macroeconomic models.’
Since this demands a lot of a structural macroeconomic model, both in granularity and the
ability to forecast out-of-sample, in this discussion and in our professional efforts, we have
relied upon informed prognostication. We use our imagination and then seek to statistically
constrain that imagination. Regardless of the chosen methodology, a set of statistical tools can
be developed to help evaluate the plausibility of a specified set of policy shocks, and that sense
of plausibility has the potential to shift imaginations away from the implausible (accepting
that this may accentuate “Black Swan” biases). Specifically, a multivariate measure called the
Mahalanobis distance is used to determine the plausibility and magnitude of a trial policy
shock. The distance is then converted to an objective probability or scenario likelihood using
a nonparametric approach, which is described later in this chapter.
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Once the policy variable shocks are specified, the shocks to all relevant market risk fac-
tors are then imputed through a factor covariance matrix. This imputed set of shocks, the
perturbation vector, is then vetted for plausibility, and the process is iterated several times
before convergence upon a final scenario specification. The finalized shocks are then put into
a valuation engine, which is run against the portfolios being analyzed, yielding hypothetical
P&Ls that can be decomposed into their underlying drivers. From this point, risk managers
can assess whether portfolio construction in the face of event risks is consistent with port-
folio managers’ stated intent and the asset owners’ (clients’) risk appetite. The risk manager
then can ascertain whether the portfolio’s positioning is genuinely deliberate, diversified, and
scaled.

A wary reader might point out now that the process described is necessarily subjective
and only as good as the forecast scenarios. The authors would agree. While a quantitative
framework is provided to express those subjective views, they are, ultimately, nothing more
than (disciplined) prognostications. While the quality of the forecast is certainly most critical,
the formal scenario construction process can add significant additional value by forcing the
risk taker and associated risk managers to go through a structured process of quantifying their
subjective beliefs and making them transparent to others and therefore subject to critique
and challenge. In fact, based on our experience, the process of creating transparency and the
resulting challenge forces all participants in the process to think more clearly. And while this
does not guarantee that the resulting scenarios are correct, it does guarantee that the involved
parties are thinking explicitly and carefully, which can only be a good thing.

As an element of the first pillar of BlackRock’s Investment Risk Management Paradigm
(IRMP), this chapter highlights the use of specific econometric techniques and the application
of a disciplined multistep organizational process of checks and balances in the construction
of MDS. The following sections first describe the statistical techniques used to size and eval-
uate the internal consistency and plausibility of the scenario shocks. The final section walks
through the example of constructing a specific Brexit scenario (“Soft Brexit”), which illus-
trates both the econometrics and subjective aspects of constructing a hypothetical scenario.

9.2 IMPLIED STRESS TESTING FRAMEWORK

5.2.1 Market-Driven Scenario Framework

MDS follows a conditional stress testing approach where a set of policy risk factors are
shocked and the remaining risk factors are regressed onto the policy risk factors. The aca-
demic literature refers to MDS as conditional stress testing,® and the policy and perturbation
vector are referred to in the literature as core and peripheral factors, respectively.

Assume there are M risk factors in the system. An implied scenario is conjectured by users
specifying their view on a small subset of K policy risk drivers and then letting the shocks to
the remaining M — K factors be implied through a multivariate regression:

K
rizzﬂi,krk+£i for j=K+1,K+2,....,.M (5.1)
k=1

where f;, is the § of factor j to policy factor k. Estimating f coefficients is mathematically
equivalent to estimating the covariance matrix of the M risk factor returns. The following
sections discuss the calibration of the factor covariance matrix at length since that matrix
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implicitly pins down all the f; , terms in Equation 5.1. With a perturbation vector 7; in hand,
P&L can be calculated based on the factor exposures of the portfolio. Assuming for the
moment the returns of the assets are linear in the risk factor returns, the return of any portfolio

given shocks to the k policy variables can be computed as:

portfolto = Rpolzcy + Rzmplzed = Z Lk Sk + 2 L S = Z Lk Sk + 2 2 ﬂ/ kSk (5.2)

k=1 j=K+1 k=1 =K+l k=1

where L, represents the portfolio loading on factor k and S, represents the shock to fac-
tor k. Those positions with embedded optionality that exhibit nonlinear payoff functions are
usually fully revalued given the entire perturbation vector of factor shocks.

The policy risk factors are typically major market-traded instruments such as S&P 500
returns, bond yields, or factor-mimicking portfolios (e.g., momentum, growth). The goal is
to use a small number of policy variables to capture the macro shock to minimize the degree
of arbitrariness in the resulting perturbation vector.

5.2.2 Scenario Likelihood

Assume a set of experts propose a vector of policy shocks 7 to represent a specific economic
scenario. How can the plausibility of these shocks be objectively evaluated? An implausible
shock is in some sense an outlier. Given current information, an implausible shock is extremely
inconsistent with all the data (i.e., it is an outlier). The most popular and oldest method for
identifying outliers in the statistics literature is the Mahalanobis distance (MD):”

MD@, %) = V& -7/E (-7 (5.3)

where 7 and X are the shock vector and covariance matrix of policy variables, respectively.
MD is the multivariate generalization of a standardized return or z-score. To prevent the
MD from increasing at rate \/rT in the number of policy variables, a new variable is defined
called the scenario z-score:
Z(r. %) = MD(r,£)/y/n (5.4)

Similar to an individual factor z-score, a scenario z-score represents the severity of a
given scenario. Provided asset returns follow a certain class of probability distributions
known as elliptical distributions (this class contains most distributions used to describe asset
returns including the normal and Student ¢-distribution),® scenario z-scores allow users to
directly compare the relative likelihood of different scenarios. If Scenario A has a lower
scenario z-score than Scenario B, it can be stated that Scenario A is more probable than
Scenario B.

The simplest way to calibrate a stress scenario is to compare the scenario z-score with
other realized risk events. A “library” of well-known historical scenarios can be created,
and a “risk ruler” can be constructed as shown in Exhibit 5.1. It can then be asked where
an analyst believes a new hypothetical scenario falls on the risk ruler. For example, if the
analyst views the new scenario as less likely than the credit crisis, which is estimated as a
5.3 standard deviation scenario using the selected covariance matrix, the analyst may scale
down all policy shocks such that the scenario z-score is less than 5.3. The risk ruler can be
thought of as a way to compare a given scenario to other multi-sigma events that ex ante
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EXHIBITS.1 “Risk Ruler” of Scenario Z-Scores

Source: BlackRock Aladdin, authors’ calculations. Data as of July 20, 2011, for US Downgrade,
May 20, 2013, for Fed Tapering, June 11, 2015, for China Market Crash, September 11, 2008, for
Global Financial Crisis, and June 29, 2007, for Credit Crisis, as cited in Golub, Greenberg, Ratcliffe
(2018b.)

Note: Covariance matrices are computed using 5 years of weekly, equally weighted data prior to the
scenario dates shown.

were extremely implausible but nonetheless happened. So when prognosticating, the analyst
makes a subjective choice about how extreme he or she wants to define the hypothetical event
being modeled based on other prior historical outliers. This is purely a judgment call; the risk
ruler allows for additional context on making that call.

5.2.3 From Likelihood to Probability

Scenario z-scores measure the relative probability of different events provided asset returns
follow an elliptical distribution. However, further assumptions are required if converting a sce-
nario z-score to an absolute probability. At least two approaches are available: (1) a parametric
approach, where one assumes a probability distribution for the z-scores, or (2) a nonpara-
metric approach, where one estimates the empirical distribution of z-scores over a historical
observation window.

A nonparametric approach was chosen since estimating the parameters of a multivariate
probability distribution can be extremely challenging, especially in the tails of the distribution.
Also, market risk is highly susceptible to “fat tails” (i.e., unlikely events).

In the nonparametric approach, T distinct z-scores are computed corresponding to each
h-period risk factor return vector (and associated ex ante risk factor covariance matrix) within
a historical window of length T. There are T rather than T/b total z-scores since z-scores are
computed from overlapping h-period returns. The fraction of these T historical z-scores that
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are less than the z-score of the proposed policy risk factor shocks are then computed. More
formally, we define a cumulative empirical distribution function F:

T
T (Z(r,2,)|Fr) := % 2 {Z(ry 145, 5) < 2,2, } (5.5)
t=1

where 7* represents the scenario shocks to the policy risk factors, 1{} represents the indicator
function, F represents the information set as of time T, Z(r,,,,, Z;) represents the scenario
z-score of the policy variables over a given historical date range and horizon (i.e., the pol-
icy variables’ historical realizations from time ¢ to # + b scaled by the ex ante covariance
matrix %).

Note that the estimated covariance matrix used to compute the z-score for the policy
shocks can use the most recent date or any historical date to begin sampling the data (for this
reason this date is labeled 7). It is not immediately obvious that the most appropriate date
used is always the most recent date. Once again, this is ultimately a subjective determination.
How to go about selecting an appropriate covariance matrix is discussed in more detail later
in this chapter.

Having estimated Equation 5.5, one can determine that for a scenario with policy factor
shocks 7*, only X% of historical periods had joint returns to policy variables as unlikely as 7*,
where X = 100 = [1 — ﬁzm [z(+*)]]. In other words, an exceedance probability can be defined
for any scenario that is the historical probability of observing a z-score greater than that of
the scenario given the covariance matrix.

To illustrate these ideas more clearly, the S&P 500 and the 10-year US Treasury spot
rate were chosen as the two policy variables in a hypothetical scenario. Exhibit 5.2 shows
the rolling scenario z-scores from the realized monthly changes in the S&P 500 and 10-year
Treasury rate. The ex ante covariance matrix at each point in time is computed using
exponential decay-weighted returns with a half-life of 40 days. The data in Exhibit 5.2
illustrate that there have been three 3¢ and higher co-movements in the US equity and bond
markets over the last 10 years.
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EXHIBITS.2 From Scenario Z-Scores to a Likelihood Measure’

Source: BlackRock Aladdin, authors’ calculations. Data as of December 29, 2017, as cited in Golub,
Greenberg, Ratcliffe (2018b).

Note: Scenario z-scores calculated using a 252-day covariance matrix with a 40-day half-life. The empir-
ical time-series of z-scores is generated by computing rolling z-scores across daily return observations.
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EXHIBIT8.3 Empirical Distribution of Scenario Z-Scores

Source: BlackRock Aladdin, authors’ calculations. Data as of December 29, 2017, as cited in Golub,
Greenberg, Ratcliffe (2018b).

Note: CDF is the cumulative distribution function. Scenario z-scores calculated using a 252-day covari-
ance matrix with a 40-day half-life. The empirical distribution of z-scores is generated by computing
rolling z-scores across 15 years of daily return observations.

5.2.4 Decomposing the Scenario Z-Score

Using the nonparametric approach, we can now map z-scores into a probability measure.
Exhibit 5.3 shows the empirical (black) versus the normal (gray) cumulative probability den-
sity of empirical z-scores. The empirical probability lies below the normal probability for
extremely high z-scores, indicating that high z-scores are more likely under the empirical
distribution.

Continuing with our example, two hypothetical scenarios are constructed using the S&P
500 and the Treasury rate as policy variables, where the magnitude of the conjectured factor
shocks is the same in the two scenarios, but the signs differ. These two scenarios are defined
in Exhibit 5.4. Scenario A corresponds to a standard “risk-off” scenario where risky assets
sell off and there is a flight to quality. Scenario B represents an event similar to the 2013
taper tantrum when both stocks and Treasuries sell off. Exceedance probability refers to the
likelihood of observing a scenario more extreme than the proposed scenario as measured
by the historical distribution of scenario z-scores. The “risk-off” Scenario A is more than
three times as likely as a scenario where both stocks and bonds sell off. Scenarios A and B
are labeled in Exhibit 5.3, where the exceedance probability equals 1 minus the cumulative
probability on the y-axis. Note that the scenario z-score and exceedance probability change
through time as the covariance matrix changes. The probability of “risk-off” Scenario A
increases, as shown in Exhibit 5.5, in periods of high market volatility.
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A Two-Factor Example Continued: S&P 500 and 10-Year Treasury Yield

S&P Price Return Tsy Yield Change

Shock Shock Scenario Exceedance
Scenarios (1-month) (1-month) Z-Score Probability
A -500bp -30bp 1.94 4.02%
B -500bp +30bp 2.79 0.96%

EXHIBIT5.4 Empirical Exceedance Probability—Two-Factor Example

Source: BlackRock Aladdin, authors’ calculations. Data as of December 29, 2017, as cited in Golub,
Greenberg, Ratcliffe (2018b).

Note: Scenario z-scores are calculated using a 252-day covariance matrix with a 40-day half-life. The
exceedance probability of observing an event with a z-score higher than the scenario z-score is
generated by computing rolling z-scores across 15 years of daily return observations.

100 .
S&P 500 Price Return: —-500 bp

US Treasury 10Y Yield Change: —-30 bp More
70 Likely

Percentile (%)
[
o

Less
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EXHIBIT5.5 Changes in the Probability of Risk-Off Scenario A Through Time

Source: BlackRock Aladdin, authors’ calculations. Data as of December 29, 2017, as cited in Golub,
Greenberg, Ratcliffe (2018b).

Note: Scenario z-scores are calculated using a 252-day covariance matrix with a 40-day half-life. The
probability of a scenario is calculated as 1 minus the scenario’s exceedance probability.

Even though the magnitude of the shocks in Scenarios A and B are identical, Scenario
B has a larger scenario z-score. The Scenario B z-score is higher because a sell-off in both
equity and bond markets is not as consistent with the December 29, 2017, covariance matrix
used to compute the z-score in Exhibit 5.3. Stocks and bond returns have been, in general,
negatively correlated during the long secular decline in bond yields since the early 1980s, so
Scenario B will usually have a higher z-score than Scenario A (unless the covariance matrix
used to measure the two z-scores is estimated under an unusual regime like the taper tantrum
in 2013) or future markets exhibit stagflation more frequently than the past.

Kinlaw and Turkington (2014) suggest a method for decomposing the z-score into contri-
butions from the magnitude of the individual shocks and the contribution from the degree of
“consistency” of the shocks with the ex ante covariance matrix. The magnitude effect can be
isolated by computing the scenario z-score assuming all correlations between policy variables
are zero. This quantity can be called the “volatility z-score” V(z):

V(z)=\/ZT—Z (5.6)
n
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The correlation z-score can then be defined as the scenario z-score Z(r, £) normalized by
the volatility z-score V(z):
Z(r,X)

Cr,X) = Vo

(5.7)

As shown in the Appendix, the correlation z-score can also be represented explicitly in
terms of the correlation matrix and individual factor z-scores:

where A represents the correlation matrix of the policy variables. Notice that the factor
z-score vector has been normalized to have unit length. The correlation z-score depends on
the relative magnitudes (and signs) of the individual factor z-scores, not on their absolute
magnitudes. In other words, the correlation z-score is invariant to the scale of the shocks
(i.e., a doubling of shock size will have no impact).

The correlation z-score can be used as a very useful diagnostic to determine whether
the sign and relative magnitude of the policy variable shocks are plausible, conditional on a
certain covariance matrix. A correlation z-score above one indicates that the policy variable
shocks are more inconsistent with the chosen covariance matrix than they are with the same
covariance matrix with zero correlations. If the sign of a policy variable shock is accidentally
flipped, for example, the correlation z-score will usually be above one, while the volatility
z-score will be unchanged.

5.2.5 Specifying a Covariance Matrix

The choice of matrix date and estimation parameters in calibrating the risk factor covariance
matrix can have a large impact on the relative ordering of z-scores of different scenarios.
Exhibit 5.6 shows the “risk ruler” calibrated in three different ways. The first two “risk
rulers” are based on the risk matrix immediately preceding the corresponding risk event, one
being “slow,” i.e., using a longer half-life, while the other one uses a “fast” decay. The third
“risk ruler” interprets the plausibility of shocks using the most recent covariance matrix.
Depending on the view of the risk analyst, any of these three risk rulers could become the
scale for the new hypothetical scenario being created.

The choice of which covariance matrix to use to compute the perturbation vector
and scenario z-score should vary based on the scenario under consideration. If a scenario
expresses a stressed market with a sharp sell-off in equities, the covariance matrix should
be calibrated with historical data consistent with this kind of market event. Kim and Finger
(2000) developed a “broken arrow” stress test where risk factor returns are modeled using
a mixture of two normal distributions representing stressed and normal market conditions.
The correlation matrix is estimated by measuring the ex post probability that the policy
factor shocks come from the stressed regime. A method described by Silva and Ural (2011)
is used where the covariance matrix is constructed by weighting observations that are
most similar to the proposed scenario. They show that weighting observations based on
their similarity to the proposed scenario yields more predictive stress tests. Intuitively
this makes sense, since in a major risk-off scenario it would be expected that risky assets
are more highly correlated than suggested by a covariance matrix calibrated over normal



134

AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

 China Market

* Global Financial « Credit

_ * US Downgrade * Fed Tapering Crash Crisis Crisis
Historical o | - Tess
S W o
Slow Model Plausible Plausible
Different + Global Financial i
isk — ¢ China Market . e * Credit
speed of risk Crash US Downgrade | Fed Tapering Crisis Crisis
model
Historical More Less
Covariance; Plausible ) ‘ 23 24 3.8 42 | 5.7 Plausible
Fast Model
- « China Market . . « Credit < Global Financial
c.-;g: are * US Downgrade Fed Tapering Crisis Crisis
Recent - — 0
Different date Covariance ore 25 34 40 i .23_
of covariance (Dec 2017); Plausible = 5.8 Plausible
Slow Model
China Market Global Financial
US Downgrade Fed Tapering Crash Crisis Credit Crisis
July 21— May 21— June 12— September 12— July 1, 2007-
September 20, 2011 June 24, 2013 August 26, 2015 | November 3, 2008 July 1, 2008

The period starts with
50% chance US
downgrade indication
from S&P Standards

Tapering talks stirred
the market since
Congress

testimony by

Chinese stock
market crash

beginning with
the popping of

Credit and liquidity
crisis and equity
market crash set
off by Lehman

Credit and liquidity
crisis stemming
from a severe
slowdown in the

and ends with Bernanke with both the stock Brothers housing market
Operational Twist equity and bond market bubble bankruptcy. causing significant
announcement by markets sold off. on June 12, Significant credit widening of credit
Fed. Stock market Emerging markets 2015. spreads spreads and
incurred losses while suffered badly due widening caused increased implied
bonds markets saw to hot money flight by massive volatility.

back to United
States.

gains due to flight to
safety.

deleveraging.

EXHIBITS.6 Robustness of Scenario Plausibility

Source: BlackRock Aladdin, authors’ calculations. Data for recent covariance as of December 29, 2017,
and otherwise using the covariance matrix prior to the scenario dates shown, as cited in Golub, Green-
berg, Ratcliffe (2018b).

Note: For the slow model, covariance matrices are computed using 5 years of weekly, equally weighted
data. For the fast model, 1 year of weekly, equally weighted data was used.

periods.!0 Stress scenario losses calibrated using data from other risk-off scenarios will
both be more severe (and likely more accurate) than scenarios calibrated using “normal”
periods.

9.3 DEVELOPING USEFUL SCENARIOS

8.3.1

While constructing an MDS requires the application of subjective judgment, some guide-
lines and diagnostic tools can constrain some of the subjectivity and rule out unintentionally
highly implausible scenarios. Hypothetical scenarios should be defined with sufficient preci-
sion and specificity to allow for clear scenario translation into a set of quantitative shocks to
market factors. Key risk factors used to define the scenario should not be highly correlated

Scenario Definition
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and should be as parsimonious as possible. Scenario z-score metrics can be used to assess
scenario plausibility and provide guidance on the magnitudes, signs, and relative sizing of
specified shocks. The covariance matrix chosen to generate implied shocks should be consis-
tent with the scenario’s specified shocks. Scenario z-score metrics can also be used to identify
the historical covariance matrix most consistent with the stress scenario. After the portfolio
stress test P&L is computed, statistical criteria can be used to determine whether the scenario
needs to be refined by adding or removing risk factors or by restricting the impact of factors
to a subset of the portfolios’ factors.

Step 1: Define a Market Event or Macro Regime Defining scenarios for potential market events are
subject to two levels of uncertainty. There is the uncertainty about whether the scenario will
occur, and there is the uncertainty around the impact on asset returns if the scenario does
occur. Scenarios should be defined in such a way that removes as much of the second source
of this uncertainty as possible. The first step requires defining a hypothetical scenario that
will be impacted by financial markets in a reasonably predictable manner.

Any scenario related to a market event should satisfy certain basic criteria:

1. Scenario probability is small (but not impossible): A scenario that is viewed as nearly
certain will already be fully priced into the markets by investors. Scenarios should be
chosen that are severe but perceived to be within the realm of the possible. Additionally,
they should not be fully priced into the market, thus still having the potential to have a
significant impact on markets. Within the MDS process, we often attempt to summarize
the probability space with three scenarios from the perspective of the scenario authors:
an upside event, a downside event, and a tail event, with each defined relative to market
consensus.

2. Scenario definition is precise: The scenario should be defined with sufficient precision
such that the scenario impact on markets (both in terms of magnitude and direction) is
not subject to interpretation of the scenario definition itself.

3. Scenario will impact markets that are relevant to the portfolio in a reasonably predictable
manner: This point is related to the previous one. The scenario definition may need to
be customized depending on the types of portfolios that are intended to be stressed. For
instance, a scenario that involves large foreign exchange shocks may not have any mate-
rial impact in a single currency portfolio. The impact of a value versus growth shock may
not be particularly interesting when applied to a US Treasury portfolio.

4. Scenario has a well-defined catalyst: Since the scenario is unlikely, it is helpful to define
a catalyst that will likely trigger the scenario.

Step 2: Select Policy Variables Once the scenario has been defined conceptually, specified shocks
to policy factors need to be determined. These key risk factors will anchor the scenario and
allow shocks to be implied for all the other risk factors through the factor covariance matrix.

The most important maxim in selecting policy variables is to be as parsimonious as
possible. The larger the number the variables, the greater the likelihood of unintentionally
introducing multicollinearity. Even if all the factors are not collinear given today’s matrix,
having too many factors increases the likelihood of collinear factors in the future with a
different covariance matrix. As a general rule of thumb, adding any candidate policy vari-
able with an adjusted R? greater than 90% to the already selected policy variables should be
avoided.
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In cases where parsimony is impossible and the scenario definition requires using a large
number of policy variables, users can restrict by asset block to minimize multicollinearity.
Restriction by asset block means that different groupings of implied risk factors are regressed
on a different subset of policy variables.

Step 3: Calibrate Shock Sizes to the Policy Variables One approach to setting initial shock sizes is
to look for historical periods that resemble the desired hypothetical scenario. A second way
to calibrate initial shock sizes to policy variables is to set a target frequency based on some
subjective view of the likelihood of the scenario. Note that the target likelihood does not
represent the likelihood of the scenario actually occurring but instead represents the likeli-
hood of observing a scenario at least as extreme as the target scenario as measured by the
scenario z-score. The “Brexit” scenario calibration, described later in this chapter, goes into
more detail on how to calibrate the shocks to the policy variables.

Step 4: Generate Nonpolicy Factor Shocks from the Policy Factor Shocks Shocks to all nonpolicy
factors are mainly implied through the risk model covariance matrix. The choice of covari-
ance matrix is therefore crucial in determining the implied shocks. When generating implied
shocks, an analyst should choose a matrix date where the covariance matrix is consistent
with the relationships between the scenario’s policy variable shocks. For example, if simulat-
ing the end of Quantitative Easing in the United States through a backup at the short end of
the curve, it would be appropriate to select a covariance matrix where the key rates at the
short end of the curve are more volatile. It is important to note that nonpolicy variable shocks
based on the prescribed variance/covariance matrix are not always implied. In some instances,
risk managers or investors may have a specific view about the correlation “across” blocks of
risk factors, such as equities and credit spreads. Post-financial crisis, the traditional negative
correlation between equities and credit spreads has diverged in a number of market envi-
ronments. Depending on the MDS, risk managers may decide to specify correlations across
major market equity factors and credit spreads rather than rely on correlations implied by
the covariance matrix. This ability to override correlations at the factor block level provides
an important nuance when defining MDS.

Step 5: Generate Portfolio Stress Test P&L Portfolio stress test P&L over a given time horizon
is calculated using the policy and nonpolicy variable factor shocks and the portfolio factor
exposures. If there is no embedded optionality in the portfolio, portfolio P&L is simply the
product of factor shocks and exposures. Those positions with embedded optionality are often
fully revalued given the factor shocks.

9.4 A MARKET-DRIVEN SCENARIO EXAMPLE: BREXIT

5.4.1 Describing Different Brexit Scenario Outcomes

While Brexit was viewed as a low probability event, the referendum on continuing EU mem-
bership was one of the key event risks facing the UK in 2016. This risk was identified early in
the year and Market-Driven Scenarios were created in February around a vote to “Remain”
or “Leave” (known as Brexit), well ahead of the referendum vote in June. The Leave outcome
was evaluated through two separate scenarios: (1) “Soft Brexit,” where trade relationships
with the EU were negotiated and remained intact; and (2) “Adverse Brexit,” where there was
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a negative outcome for the UK with regard to trade relationships when negotiating to leave
the EU.

All three of these Brexit-related Market-Driven Scenarios were relevant to any portfolio
with exposure to the British real economy or British security markets as well as to the broader
European security markets. Specifically, a view for each scenario needed to be articulated on
the impact on the British pound, gilts, equity, and credit markets, as well as the broader
impact on European equity and fixed-income markets. In an extreme scenario, spill-overs to
global markets on panic selling would be expected.

Prime Minister David Cameron, having completed his negotiations for Britain’s EU mem-
bership, announced in February that the referendum would take place on June 23,2016. The
key negotiation points included sovereignty, migrants, welfare benefits, economic governance,
and excessive regulation. In early June, the reaction to the deal was mixed. The “Stay” camp
boasted a 10% lead in the polls, while the polls tightened leading up to the referendum. The
actual vote to “Leave” ultimately surprised markets despite the narrowing of the polls in the
final days before the vote.

The goal of MDS is to identify a range of potential outcomes on all sides of the event risk
spectrum. This means defining scenarios that reflect reasonable outcomes of how an event
may unfold and impact markets. As previously noted, in this case, the MDS modeled the
following: (1) UK Remains in EU, (2) Soft Brexit, and (3) Adverse Brexit. For purposes of
exposition, the following discussion will focus on the Soft Brexit scenario, which reflected
a decision by the UK to leave the EU while retaining favorable trade and labor agreements.
Examples of potential “post-exit” relationships between the UK and EU that informed the
Soft Brexit scenario construction included the following: (1) the UK leaving the EU but
remaining in the Single Market (e.g., Norway); (2) implementation of a customs union mem-
bership (e.g., Turkey); and (3) negotiation of an “EU Single Market-lite” agreement (e.g.,
Switzerland). Consensus among the investment teams and risk professionals was that a Soft
Brexit scenario would be followed by risk-off sentiment in local markets as well as a dovish
tone from the Bank of England.

9.4.2 Identifying Key Policy Shocks in Soft Brexit Scenario

To start, policy variables were identified spanning UK markets across asset classes such as
the FTSE All Share, 10-year gilt yields, and sterling FX rate. Differentiating this scenario
from a generic UK negative economic shock required including additional sector granularity
to the policy variables. In the case of Brexit, financial services could be forced to shift to
the European continent and property demand would likely slump following an exodus of
workers. The added policy variables therefore included shocks to UK banking equity and
spreads factors as well as to real estate stocks.

The full set of policy variables are listed in Exhibit 5.7. Notice there were no policy vari-
ables specific to Europe. The transmission to European markets was assumed to be captured
adequately using implied shocks.

Several shocks were chosen to dampen contagion outside the UK, namely on Italian rates
and the Mexican peso. That is, unless these shocks were forced to be relatively small, the
covariance matrix would amplify the shocks from the policy variables. Further, the policy
variable shocks were restricted to the same asset class (or subset thereof) in most cases, to
avoid the effects of spurious correlations.

A Soft Brexit scenario was designed to be more plausible than many of the past stress
events shown on the plausibility ruler. Plausibility is evaluated using MD and related mul-
tivariate scenario z-scores. The impact of this particular scenario was estimated to be more
local in nature than the “US Credit Downgrade,” for example (see Exhibit 5.8).
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Factor Shock
Block Factor Shock (monthly ¢) Applied to Calibration Comments
Equities FTSE All Share -5% -0.8 ALL-below UK equity markets fall with
UK Banks —-2.50% -0.6 financials and real estate
UK Real Estate —2.50% -1.0 sectors hit hardest.
Rates GBP 10yr —-10 bp -0.5 Rates & Inflation Ex GBP curve steepens with
Euro Spreads expectation of dovishness
GBP 2yr -25 bp 2.1 from BoOE.
ITL 10yr +10 bp 0.4 Euro Spreads Limited contagion to
peripheral rates.
Spreads UK Credit +20 bp 1.0 Spreads UK credit spreads widen
_ with financials
UK Banking +35 bp 1.1 underperforming
UK Noncyclical +10 bp 0.7 noncyc|ica|sl
FX GBP/USD -5% -2.0 GBP/USD, EUR/USD &  GBP weakens suddenly
EMEA FX against USD and
depreciates across the
board.
MXN/USD -1% -0.2 FX ex-GBP/USD, Limited contagion to

EUR/USD, EMEA FX non-Euro FX.

EXHIBITS.7 Soft Brexit Scenario Policy Variable Selection
Source: BlackRock Aladdin, authors’ calculations. Data as of February 23, 2016, as cited in Golub,
Greenberg, Ratcliffe (2018b).

For sizing the shocks, direct historical comparisons, which are frequently part of the MDS
definition process, provided limited guidance. For instance, the British pound’s departure
from the Exchange Rate Mechanism (ERM) in 1992 was somewhat related to the 2016 vote
but was more focused on currency policy alone. The EU referendum was wider reaching.
Scotland’s referendum was closer in substance but only provided a look at one outcome, the
“Remain” outcome. Rather, the relative plausibility of the EU referendum scenarios relative
to the scenario z-score of some major economic/financial events needed to be considered,
although their relative impact was reasonably assumed. It was expected that the Soft Brexit
scenario would have more of an impact than what was expected to be the “Remain” vote
and less than an Adverse Brexit scenario where trade and financial relations are damaged.
Further, it was expected that a Soft Brexit outcome was more plausible than the US Credit
Downgrade, for example.

The initial shocks chosen for policy variables led to a scenario z-score in line with expec-
tations and on the more plausible end of the ruler. Subsequent fine-tuning of the shocks
by speaking with asset class experts did not lead to significant changes in this case. By far
the most contentious issue was on rates. Would gilts act as a safe haven asset and rally, or
would investors flee the UK fixed-income market altogether? In the Soft Brexit scenario, safe
haven interpretation prevailed. However, in the Adverse Brexit case, it was assumed that UK
yields would rise.

The assumption on the shocks to UK yields had the largest impact on the plausibility
of both the Adverse Brexit and Soft Brexit scenarios. Exhibit 5.9 includes a column labeled
“Scenario z-score delta,” which is defined as how much the scenario z-score would decrease



* China Market

* Global Financial

‘ « Remain Vote Wins‘ ‘ * Soft Brexit| »+ US D gl * Fed Tapering  Crash Crisis « Credit Crisis
More Less
Plausible 1.2 1.5 1.8 25 3.1 3.5 5.2 5.3 Plausible
Remain Vote China Market Global Financial
Wins Soft Brexit US Downgrade Fed Tapering Crash Adverse Brexit Crisis Credit Crisis
July 21— May 21- June 12— September 12— July 1, 2007-
June 2016 June 2016 September 20,2011| June 24, 2013 August 26, 2015 June 2016 November 3, 2008 July 1, 2008

Vote to “remain”
wins, improving
political stability
and
strengthening
the position of
the current UK
government.

Vote for the UK
exiting the EU
wins the
referendum, but
governments still
manage to
negotiate an
agreement.

The period starts
with 50% chance
US downgrade
indication from
S&P Standards
and ends with
Operational
Twist
announcement
by Fed. Stock
market incurred
losses while
bonds markets
saw gains due to
flight to safety.

Tapering Talks
stirred the
market since
Congress
testimony by
Bernanke with
both equity and
bond markets
sold off.
Emerging
markets suffered
badly due to hot
money flight
back to United
States.

Chinese stock
market crash
beginning with
the popping of
the stock market
bubble on June
12, 2015.

The British public
vote to leave the
EU, and political
and economic
uncertainty
follows. Having
backed the vote
to stay, the
pressure mounts
for Prime
Minister David
Cameron to
resign.

Credit and liquidity
crisis and equity
market crash set
off by Lehman
Brothers
bankruptcy.
Significant credit
spreads
widening caused
by massive
deleveraging.

Credit and liquidity
crisis stemming
from a severe
slowdown in the
housing market
causing
significant
widening of
credit spreads
and increased
implied volatility.

EXHIBITS.8 Plausibility Ruler with Brexit Scenarios
Source: BlackRock Aladdin, authors’ calculations. Data as of February 23, 2016, for the Brexit scenarios and otherwise using the covariance
matrix prior to the scenario dates shown, as cited in Golub, Greenberg, Ratcliffe (2018b).

Note: Covariance matrices are computed using 5 years of weekly, equally weighted data.
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Scenario

Factor Block Factor Shock Factor Z-Score | Z-Score Delta
Equities FTSE All Share 5% -0.8 0.04
UK Banks -2.50% -0.6 0.08
UK Real Estate | —2.50% -1.0 —-0.05
Rates GBP 10yr -10 bp -0.5 0.49
GBP 2yr -25 bp -2.1 0.56
Spreads UK Credit +20 bp 1.0 -0.07
UK Banking +35 bp 1.1 0.08
UK Noncyclical +10 bp 0.7 —-0.04
FX GBP/USD -5% -2.0 0.09
Scenario z-score 1.5
Scenario M-distance 4.5

EXHIBIT5.9 Soft Brexit Scenario Z-Score
Source: BlackRock Aladdin, authors’ calculations. Data as of February 23, 2016, as cited in Golub,
Greenberg, Ratcliffe (2018b).

if the policy variable shock for that row was changed from its value as defined in the scenario
to its expected value conditional on the value of the shocks to all other policy variables in
the scenario. Notice that the scenario z-score delta for all factors except UK rates are near
zero in Exhibit 5.9, indicating that all the other factor shocks are consistent with one another,
i.e., the scenario z-score cannot be lowered by individually changing any other policy factor.
The UK policy factor shocks, however, do express a strong view that is inconsistent with the
remaining policy variables as illustrated by the large value of the scenario z-score delta for
those factors.

In generating nonpolicy factor shocks, the risk analyst should select a covariance matrix
that best models the cross-asset linkages that are expected to occur in the particular scenario.
For instance, an analyst who constructs a risk-off scenario may select a regime-weighted
covariance matrix estimated using returns that occurred during turbulent economic environ-
ments, while a geopolitical risk scenario may call for a covariance matrix estimated using
returns from a time that includes dynamic political change. In the Brexit example, given that
we lacked reasonably comparable historical events, we mainly relied on the current covari-
ance matrix that reflected a period of rising populist sentiment. Even if we had chosen the
exit from the European Exchange Rate Mechanism (ERM) event, the changes over ensuing
decades would likely have rendered a matrix from that period not relevant. The perturba-
tion vector reflects the implied factor moves from the shocks to the policy variables, as seen
in Exhibit 5.10. The negative shock to the UK equity market is transmitted to other global
equity markets, and rates rally broadly. However, the naive covariance matrix is not relied on
to imply shocks across the perturbation vector, which are predicated on the specific regime
against which it was estimated. In this case, it was important to note that, while broadly rely-
ing on the covariance matrix, the authors had a specific view about the correlation between
equity prices and credit spreads in the Soft Brexit scenario. Thus, in addition to applying
policy variable shocks to UK and European equity indices, they also implicitly specified a
negative correlation between equities and credit spreads in major markets.

Once the full set of shocks were specified, the P&L impact on portfolios could be cal-
culated. Exhibit 5.11 shows the impact of the Soft Brexit scenario on a hypothetical 60/40
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Asset Class Risk Factor
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FTSE100 -523 % -076
S&P500 -383 m -070
MSCI World —422 ® -075
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Tsy 10Y -9 @ —0.46
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AUD/USD -39 [ -o012
EUR/USD —292 [ -0.96
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JPY/USD 37 i on
MXN/USD -100 B -023
301 I 056
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EXHIBIT5.10 Soft Brexit Perturbation Vector!!

Source: BlackRock Aladdin, authors’ calculations. Data as of February 23, 2016,

Greenberg, Ratcliffe (2018b).

as cited in Golub,

Note: Cboe Volatility Index® and VIX® are registered trademarks of Cboe Exchange, Inc.
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Hypothetical Portfolio Impact (P&L in bp)

Index Portfolio Index Portfolios Index Portfolios

Potential Outcome Equity Bonds Multi-Asset
FTSE 100 iBoxx GBP  60% FTSE 100,
40% iBoxx GBP
Soft Brexit
The UK also votes to leave, but favorable trade -506 +64 -180

and labor agreements are retailed, leading to
some local risk-off sentiment and a more
dovish tone from the BoE

EXHIBIT5.11  Soft Brexit P&L
Source: BlackRock Aladdin, authors’ calculations. Data as of February 23, 2016, as sighted in Golub,
Greenberg, Ratcliffe (2018b).

portfolio invested in the FTSE 100 equity index and the iBoxx GBP bond index as well as
allocations to each index separately. The portfolio losses were driven by the sell-off in equities
while the bond exposure acts as a partial hedge.

Notably, the goal of the MDS exercise is not to quantify tail loss and require portfolio
managers to reduce risk to any specific MDS and related outcome. The goal is to define MDS
in a thoughtful fashion, leveraging and integrating investor, risk manager, and economist
insights; to apply the MDS process to portfolios; and quantify the potential set of return
outcomes from each scenario. When the portfolio scenario returns are generated, portfolio
managers are asked to review the hypothetical returns and confirm that their implied risk
positioning is deliberate, diversified, and scaled based on the portfolio manager’s level of
conviction. Portfolios may very well have varying exposure to any given scenario depending
on the respective investment theses of the corresponding portfolio managers. The risk man-
agement goal is to ensure that portfolio managers are aware of the risk and potential return
from different outcomes associated with a Brexit event and confirm risk is consistent with
expectations. Specific funds where portfolio managers had high levels of conviction that Soft
Brexit would not occur scaled their positions accordingly.

9.5 CONCLUSION

Never wasting a good crisis, risk management has evolved in the last decade with a more
flexible approach to identifying and protecting portfolios against extreme event risk. Histor-
ical analysis continues to play a role, but it is possible to entertain a wider range of dangers
beyond what has happened in recent years while providing some plausible boundaries on
unconstrained speculation about the future. Additionally, analytics and technology develop-
ments have made possible faster on-the-fly evaluation of portfolio outcomes, especially where
options or other nonlinear securities are involved. Another wave of change may entail wider
use of forecasting models, perhaps based on machine learning, for scenario inputs.

The Market-Driven Scenarios approach was illustrated for the UK Brexit referendum,
spelling out alternate hypothetical outcomes provided portfolio managers with a guidepost
on risk management and hedging decisions. Looming geopolitical risks linked to interna-
tional trade, for example, provide opportunities for risk managers to apply these techniques.
In terms of future developments, the proposed approach should be extended to better take
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into account the passage of time. While in many cases, positive or negative carry will be de
minimus relative to the market impact, for scenarios that are less extreme, the carry impact
might be relevant.

APPENDIX: DECOMPOSITION OF SCENARIO Z-SCORE

Kinlaw and Turkington (2014) suggest a method for decomposing MD into contributions
from the magnitude of the individual shocks and contributions from the correlation between
shocks.

As a first step, MD can be re-expressed in terms of the correlation matrix and factor
z-scores:

MD(, %) := VT 1y = \/ 1T (S diagAE o diag) 17 = \/(rTE;iiiug)A—l(E;iﬁagr)/n =VzTA 1z
(A1)
where A is the correlation matrix and X, 4, is @ diagonal matrix with factor volatilities
along the diagonal. The diagonal matrices are then pulled outside the inverse and combined
with the shock vector 7 to construct a vector of z-scores.
Having re-expressed MD in terms of the correlation matrix A and z-scores, the scenario
z-score can be decomposed in terms of correlation and volatility components.

Z(z,A) =\/zTA1z/n =

where C(z, A) and V(z) are the correlation and volatility components, respectively.

2T 2T

= A1 \/2Tz/n = C(z,A)V(2) (A.2)
VzTz Tz

NOTES

1. This chapter is an edited version of an article authored by Bennett W. Golub, David Greenberg, and
Ronald Ratcliffe that was published in the Journal of Portfolio Management, Volume 44, Issue 5,
2018. It was adapted with permission for this book.

2. It is also possible to treat monetary policy as part of the economic fundamentals in recognition of
the endogeneity. We thank Jean Boivin for providing this insight.

3. While we use the words “scenarios” and “stress tests” interchangeably in this chapter, there is,
strictly speaking, a distinction. While scenarios in some cases are designed to represent tail events
(the definition of a stress test), they may also encompass more likely events. Quantifying the latter
makes it possible to apply to portfolios of assets and evaluate exposures in stable times.

4. One notable exception is an article by Clemens and Winkler (1999) that studies the optimal compo-
sition of the team that designs the scenario.

5. The “Lucas critique” would apply to most approaches, with the exception of a model based on
micro-foundations. However, most investors would not have available a micro model based on deep
foundations where preferences would be invariant to changes in government policy variables.

6. Kupiec, 1999.

7. The Mahalanobis distance used in a financial context can be found in the work of Kritzman et al.,
2010.

8. This follows from the fact that the probability density function of elliptical distributions takes the
form of the Mahalanobis distance, i.e., f(x) = k - g(xTZ ' x).



144 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

9.

10.

11.

With respect to S&P data, S&P GSCI is a product of S&P Dow Jones Indices LLC (“S&P DJI”).
S&P® is a registered trademark of Standard & Poor’s Financial Services LL; Dow Jones® is a reg-
istered trademark of Dow Jones Trademark Holdings LLC. © 2022 S&P D]JI. All rights reserved.
S&P D]JI does not sponsor, market or promote investment products based on its indices, and S&P
DJI does not have any liability with respect thereto.

Consistent with the observation by risk managers that correlations spike toward 1 in times of market
stress.

Cboe Volatility Index® and VIX® are registered trademarks of Cboe Exchange, Inc. With respect to
S&P data, S&P GSCl is a product of S&P Dow Jones Indices LLC (“S&P DJI”). S&P® is a registered
trademark of Standard & Poor’s Financial Services LL; Dow Jones® is a registered trademark of Dow
Jones Trademark Holdings LLC. © 2022 S&P DJI. All rights reserved. S&P DJI does not sponsor,
market or promote investment products based on its indices, and S&P DJI does not have any liability
with respect thereto. Additionally, the MSCI data contained herein is the property of the MSCI Inc.
or its affiliates (collectively, “MSCI”). MSCI and its information providers make no warranties. The
MSCI data is used under licenses and may not be further used distributed or disseminated without
the express written consent of MSCI.
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6.1 INTRODUCTION

Geopolitical risks are an important driver of market risk and can have meaningful effects on
the global economy, financial markets, and investment portfolios. However, geopolitical risks
are often difficult to quantify, and their impacts are notoriously hard to predict. Macroeco-
nomic fundamentals such as economic growth and corporate earnings are typically the major
drivers of financial market returns, especially over longer investment horizons. Yet idiosyn-
cratic risks, including those triggered by geopolitical events, can have an outsized impact on
markets and individual securities when they occur. The approach we describe in this chapter
will focus primarily on a framework for translating ill-defined geopolitical risks into more
traditional drivers of risk.

Beginning in 2017, BlackRock launched an effort to better measure and monitor geopo-
litical risks and their market impact in a systematic way. The approach marries qualitative
and macroeconomic analysis with large-scale portfolio analytics and “big data” text min-
ing. As one part of this effort, and further described in Section 6.2, BlackRock undertook a
historical analysis of asset price reactions to 68 key geopolitical risk events since 1962. One
important finding from this analysis is that the impact of geopolitical shocks has historically
tended to be much more acute when the economic backdrop was weak. When the economic
environment was strong, the impact of these risk events was more muted.
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With the goal of developing meaningful insights that can be applied to the portfolio man-
agement process, BlackRock’s framework for managing geopolitical risk seeks to leverage
the firm’s scale and global reach, its in-house expertise in geopolitics, portfolio analytics, and
its technological capabilities. To that end, BlackRock developed a Geopolitical Risk Dash-
board that identifies the top geopolitical risks that the firm sees as posing a threat to markets
and the global economy. This chapter focuses on one of these perceived geopolitical risk
scenarios—Global Trade Tensions—to illustrate BlackRock’s methodology for assessing and
quantifying geopolitical risk.

BlackRock’s work in this area is necessarily ever evolving, but we believe the framework
is an important step forward in helping investors analyze the potential impact of geopolitical
risks and how to guard against them in portfolios. As an extension to Chapter 5, this chapter
aligns with the first pillar of BlackRock’s Investment Risk Management Paradigm (IRMP) and
provides an overview of BlackRock’s framework and an early example of this ongoing work.

6.2 SETTING THE SCENE

Geopolitical risks are ever present and ever changing. How can investors best monitor these
risks and their potential market impact? Subject matter experts from across BlackRock com-
bined forces to find out. As a first step, BlackRock conducted a historical analysis of 68
key geopolitical risk events since 1962, as well as their market impacts. For this purpose,
geopolitical shocks were defined as wars, terrorist acts, and other events that increase ten-
sions between states and affect the normal course of domestic politics and international
relations.

Such shocks can impact economies and markets in myriad ways. Trade tensions, for
example, can lead to the imposition of tariffs that disrupt global supply chains and the flow of
commerce. Wars can lead to oil price shocks that boost inflation and hurt consumer spending.
And sudden shocks, such as terror attacks, can hurt market confidence, prompting capital
flows out of riskier assets and into perceived safe havens.

Three broad classes of geopolitical events were defined: event risks with set dates (such
as elections and referenda); exogenous risks (sudden and unanticipated events such as the
9/11 attacks on the United States); and thematic risks (risks that simmer for an extended
period, such as tensions between the United States and North Korea). Table 6.1, A History
of Geopolitical Crises, contains an abbreviated list of the events included in the study. For
event risks and thematic risks, markets likely reflected some probability of a destabilizing
event before it actually occurred. By contrast, exogenous risks are unanticipated shocks that
were most likely substantially not priced in advance by markets.

Note that our event study compared historical episodes of starkly different character and
market impact. The goal of the analysis was to identify a set of loose patterns that could
inform deeper research into geopolitical risk modeling. We supplemented this proprietary
work with a review of the existing academic and private-sector literature on the effects of
geopolitical risk on markets. Much of this literature is focused on emerging markets (EMs),
which historically have been the epicenter of many geopolitical risks.

Geopolitical risks emanating from developed markets—typified by the United Kingdom’s
Brexit vote in 2016 and the subsequent twists and turns of the UK exit negotiations—were
of rising market relevance and focus.
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TABLE 6.1 A History of Geopolitical Crises?
Selected key geopolitical events, 1962-2019

Event Date

Event risks

Russia declares independence from USSR 6/12/90

German reunification 10/3/90
Brexit referendum 6/23/16
Italy election 3/4/18
US exits Iran nuclear deal 5/8/18

Exogenous risks

Cuban missile crisis 10/16/62
First oil shock 10/19/73
Fall of Berlin Wall 11/9/89
Iraq invades Kuwait 8/2/90
US embassy bombings in Africa 8/6/98
Sept. 11 attacks 9/11/01
Russia invades Georgia 8/7/08
Arab Spring 1/24/11
Fukushima nuclear accident 3/11/11
Russia annexation of Crimea 2/26/14
WannaCry ransomware attack 512/17

Thematic risks

Vietnam War 8/7/164
Six-day War 6/5167
Iranian revolution/second oil shock 1/16/79
Iran-Iraq War 9/22/80
Gulf War 1/16/91
Yugoslav wars 6/26/91
Dissolution of Soviet Union 12/26/91
Iraq War 3/19/03
NAFTA renegotiation 5/18/17
US-North Korea tensions 8/8/17
US announces tariffs 2/8/18

Source: BlackRock Investment Institute, June 2019.
For illustrative purposes only. Not all geopolitical
events were analyzed or included.

6.2.1 Short and Sharp

A key takeaway from our event study was that the average market response to unexpected
geopolitical shocks has historically been relatively modest and short-lived. Equity prices tend
to take a hit and bonds rally in the immediate aftermath, but these moves often dissipate
quickly. For example, the S&P 500 Index fell almost 12% in the first week of trading after
the 9/11 attacks of 2001. Yet the stock market had recouped all of those losses by 25 business
days after the event.
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EXHIBIT6.1 Shock Waves*

US equity returns after exogenous geopolitical shocks, 1962-2017

Source: BlackRock Investment Institute, with data from Refinitiv Datastream, an LSEG brand, and
Bloomberg, June 2019. Past performance is not a reliable indicator of current or future results. It is not
always possible to invest directly in an index.

The average results of the 31 exogenous geopolitical events studied are shown in the chart
on the left in Exhibit 6.1 (Shocks during all periods). The S&P 500 stock index was used as
a proxy for global risk sentiment. Equity markets show modest losses in the 30 trading days
following an event. The negative market reaction has historically been more severe if multiple
shocks occur simultaneously or if the economic environment is weak to begin with.

The chart on the right in Exhibit 6.1 (Shocks during contraction periods) illustrates the
latter. The average return for all exogenous geopolitical shocks that occurred when the econ-
omy was contracting, as defined by US manufacturing PMI as being below 50, are shown.
The key takeaway is that equity market losses from geopolitical shocks tended to be of greater
magnitude in periods when the economy was contracting.

6.2.2 Shades of Gray

There are several caveats to this analysis. The average asset price responses obscure huge vari-
ation across historical events, as the gray error bands in the charts demonstrate in Exhibit 6.1.
This reflects the wide variation in the character and implications of the events in the study.
However, the primary goal was to identify a few overarching patterns in the relationship
between markets and geopolitical events.

Teasing out and modeling the impact of geopolitical events from other market forces
is challenging and open to different interpretations. For example, an OPEC embargo led
to a near quadrupling of the price of oil during the 1973 oil shock, which came against the
backdrop of the Watergate scandal that rocked the United States Administration. At the time,
the stock market was reeling and unemployment was on the rise. Another example is the 1998
bombings of two US embassies in Africa, which came in the midst of the Asian financial
crisis and Russia’s default on its debt, which further precipitated the collapse of a major
hedge fund.

Additionally, some geopolitical risks may have muted overall market impacts but outsized
effects on specific securities. This can create both risks and opportunities. As examples, think
of a financial institution’s stock taking a hit after a major cyberattack or a defense contractor
benefiting from rising tensions in the Gulf.
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6.3 BLACKROCK'S FRAMEWORK FOR ANALYZING GEOPOLITICAL RISKS

Quantifying that historical geopolitical risks have had significant market implications
is important, but the greater challenge is assessing the geopolitical landscape and how
future risks could play out in markets. BlackRock’s framework for assessing and managing
geopolitical risks has four key steps:

1. Identify key geopolitical risks: First, the top risks across the geopolitical landscape are
identified, as well as potential escalation triggers—or catalysts that would cause the risk
to materialize—based on the collective insights of experts across the firm.

2. Analyze the risks: Second, potential adverse outcomes for each risk are identified, and the
relative likelihood and potential broad market impact of each scenario are determined.
This includes determining the extent to which each geopolitical risk event is already
priced in by markets. We do this using metrics that measure how much market-related
discussion is focused on the risk relative to history.

3. Assess potential market impacts: Third, potential events are translated into market factor
moves for each scenario. These estimates/guesstimates are based on internal analysis of
current market conditions and historical data. Once fully specified, we can then apply
these scenarios onto portfolios and measure their conditional profit and loss impact.

4. Take action: The final step is applying this knowledge to portfolios. Risk-taking needs to
be deliberate, diversified, and appropriately scaled. Our geopolitical risk scenarios and
estimated asset price responses can be used to help guard against unanticipated adverse
portfolio outcomes by allowing the portfolio manager to calibrate his or her exposure.

The process is a blend of qualitative and quantitative analysis. We draw on geopoliti-
cal risk experts across the firm to identify scenario themes, while asset class experts across
regions help pinpoint the most sensitive assets exposed to a particular risk. Portfolio and risk
management experts also contribute their expertise by formulating and analyzing specific
geopolitical risk scenarios.

6.4 GLOBAL TRADE DEEP DIVE

The first step in BlackRock’s process includes identifying an important geopolitical risk sce-
nario, outlining its rationale, and considering what would happen to relevant financial assets
if this scenario were to materialize. As described in great detail in Chapter 5, we call our
general approach Market-Driven Scenarios (MDSs).

A precise definition and clear catalysts are key components to the MDS approach. We
illustrate this with a deep dive on one specific geopolitical risk, Global Trade Tensions. This
risk was introduced to BlackRock’s Geopolitical Risk Dashboard in June 2018. The backdrop
of the scenario was a US Administration that was shaking up the post-war system of global
trade and international alliances.

The key rationales for this scenario are the following:

® The United States Administration used protectionist rhetoric and maintained a hawkish
position on trade.

# The United States proposed tariffs on $50 billion of Chinese goods in May 2018 and
threatened an additional $200 billion (since implemented) if China retaliated.
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® The United States invoked national security concerns to impose steel and aluminum tariffs
globally, including on the European Union, Canada, and Mexico, renewing fears of a
global trade war.

BlackRock identified the following potential catalysts for the Global Trade Tensions sce-
nario to materialize:

® The United States imposes sweeping tariffs against China as trade talks break down.

® The United States’ allies impose retaliatory tariffs on US steel and agricultural products
while airing grievances at the World Trade Organization.

® In response, the United States Administration announces plans to overhaul trade agree-
ments globally, further undermining stability in the global trading system.

Next, we identified the markets most likely to be impacted by the scenario. We then esti-
mated 1-month price shocks to a selected group of financial assets in these relevant markets.
These calculations were informed by our analysis of market conditions at the time—including
correlations and volatility—and the behavior of asset prices during similar past events.

What specific insights did we apply to the Global Trade Tensions scenario? Given our
view that rising tensions emanated primarily from the contentious US-China relationship,
we began by identifying headline assets in US and Chinese markets. These included equities
(S&P 500 and MSCI China), bond spreads (China high-yield credit), inflation (US 10-year
inflation-linked debt), and currencies (Chinese yuan) (refer to Table 6.2). As an example,
we estimated there would be a 20% hit to Chinese equities. We added granularity by
including other risky assets such as EM equities, global high-yield credit, and the Mexican
peso to reflect the expected knock-on effects of a surge in protectionism on risky borrowers
and EMs.

In this scenario, we expected a global sell-off in equity markets with EM and Chinese
equities underperforming over a 1-month horizon. Credit spreads would widen, and econom-
ically sensitive commodities, such as copper, would take a hit. Reflecting a flight-to-quality,
US Treasuries and gold would rally under the scenario.

6.4.1 Calibrating the Shocks

Estimating asset price shocks under different geopolitical risk scenarios is a highly judgmental
process. In our Global Trade Tensions example, sweeping protectionist actions initiated by
the world’s largest economy (and erstwhile champion of free trade) would have significant
implications for global growth expectations and financial market returns.

As such, our selected asset price shocks are designed to be more extreme relative to certain
historical market events, such as the 2013 “taper tantrum,” when then-Federal Reserve Chair
Ben Bernanke precipitated a global market sell-off by signaling the end of quantitative easing.
We also studied the 2015 Chinese market crash for a historical comparison. Back then, global
equities and credit markets—led by China and the broader EM complex—sold off sharply,
while perceived safe-haven, such as US Treasuries and the yen, rallied.

To be sure, this scenario required distinct flavors to differentiate it from any historical
episode. For example, we specified a shock to EM interest rates (with an 80 bp rise in Mexican
10-year yields) to express a view that EM central banks would have to intervene to stave off
currency depreciation in a global trade war environment. Similarly, we modeled a 0.20% rise
in 10-year US inflation expectations to reflect the impact of higher tariffs feeding through
to US import prices.



TABLE6.2 A What-If Scenario®
Estimated 1-month reactions of selected asset classes to rising Global Trade Tensions scenario, June 2018
Shock
Asset class Sub-asset class Shock  (standard Comments
(size) | deviations)

China equities -20% -3.3 Markets sell off as protectionist rhetoric from the United States
Equities US equities —8% -2.1 escalates, increasing the risk of trade wars with key US trading

EM versus DM equities 5% 19 partners. Chinese stocks suffer the most, and EM assets underperform.
Mexico 10-year 80 bp 3.1 Treasuries rally in a flight-to-quality, and EM yields rise as central
Government bonds government bond banks address currency weaknesses.
US 10-year Treasury -35bp -1.8
. . US 10-year Treasury 20 bp 2.8 Inflation expectations rise on higher import prices.
]nﬂ.itloq-.pr(,vteuted Inflation-Protected
securities .
Security
Credit EM debt 30 b 35 Credit spreads widen with global risk-off; China and EM spreads are
P i hit hardest.
Mexico peso -8% -2.2 EM currencies suffer, while China allows its currency to depreciate.
Currencies US dollar 3% 1.7 The US dollar strengthens in a flight-to-quality and expectations of a
Chinese yuan 29 1.9 reduction in the US current account deficit.
Commodities Copper -10% | =23 Industrial metals such as copper fall on expectations of slower global
- Gold 6% 22 growth. Gold rallies as investors seek safe-haven assets.

Source: BlackRock Investment Institute, with data from BlackRock’s Aladdin Portfolio Risk Tools application, April 2019. For illustrative purposes
only. It is not always possible to invest directly in an index.
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The next step was selecting the market regime and volatility/correlation structure to apply
in the scenario. This facilitates calculating the implied shocks on related asset classes and sec-
tors. In this case, we decided that the market environment at the time of analysis in June 2018
was the most accurate reflection of a period of rising trade protectionism. Lastly, we applied
a reality check to assess how plausible our estimated shocks are. We did this using the current
market structure and historical episodes of market volatility as a guide. For example, the 20%
fall to the MSCI China index represented a move three standard deviations below the asset
class’s monthly average return. Overall, the analysis showed that our Global Trade Tensions
scenario was slightly more extreme than the China market crash experienced in 2015, but
less severe than the 2008 Global Financial Crisis. This result matched our expectations and
research.

After finalizing our selected asset price shocks, we applied them against some 2,000 vari-
ables in BlackRock’s risk model. Selected results for Global Trade Tensions at the time are
summarized in Table 6.3. The results demonstrated that negative shocks on US and Chinese

TABLE6.3 More Shocks®

Implied asset-price shocks under trade tensions, June 2018

Shock

Shock (standard

Asset class (size) deviation)
Japan -7.1% -1.84
Equity regions Europe -5.5% -1.76
UK —4.3% -1.38
Technology -11.1% -2.22
Materials -8.4% -2.16
Equity sectors Financials -6.5% -1.81
Utilities -1.5% -0.50
Implied Volatility 11.4% 1.48
UK 10 year -30 bp -1.71
Germany 30 year —24 bp -1.63
Government bonds Japan 10 year —4 bp -0.98
Spain 5 year 15 bp 0.81
Italy S year 59 bp 0.86
. - Japan 10 year 4 bp 0.62
Inflation-protected securities Eurozone 10 year $ bp 1.43
Euro 1G -0.1% -0.22
Credit US IG 0.5% 0.45
US high yield ~1.9% ~2.40
Euro -3.3% —-1.60
. UK pound -3.2% -1.31

Currencies .

Australian dollar -2.7% -1.17
Japanese yen -1.7% -0.82
Commodities Brent crude oil 1.1% 0.18

Source: BlackRock Investment Institute, with data from BlackRock’s Aladdin Portfolio Risk
Tools application, April 2019. For illustrative purposes only. It is not always possible to invest
directly in an index.
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equities would transmit to global equity markets, while perceived safe-haven assets would
rally.

6.5 WHAT IS ALREADY PRICED IN?

Markets may or may not be paying attention to a particular geopolitical situation at a given
point in time. To assess the extent to which risks are already priced into the market, we needed
a short-term estimator. We developed the BlackRock Geopolitical Risk Indicator (BGRI) to
measure how much market-related discussion is focused on geopolitical risk generally, along
with each of our top risks specifically. Each BGRI tracks the relative frequency of analyst
reports and financial news stories associated with specific geopolitical risks. We assign a much
heavier weight to the words in contemporaneous brokerage reports than to the other data
sources because we seek to measure the market’s attention to any particular risk, not neces-
sarily the public’s. The higher the index, the more financial analysts and related media are
referring to geopolitics versus history. There are two distinct components used to construct
each scenario’s BGRI Total Score: Attention and Sentiment.

BGRI Attention: The first component of the BGRI measures how frequently geopolitical
topics are discussed in our source material. Specific words related to geopolitical risk in gen-
eral and to our top risks are identified. Text analysis is then used to calculate the frequency
of their appearance in analyst reports and other media. BlackRock identifies anchor words
specific to the risk for each BGRI (e.g., trade) as well as related words (e.g., conflict, protec-
tionist, or tariffs). A cross-functional group of portfolio managers, geopolitical experts, and
risk managers agrees on keywords for each risk and reviews them regularly to ensure their
relevance.

BGRI Sentiment: The second component of the BGRI measures whether the tone of
geopolitical discussion is positive or negative. A proprietary dictionary is used, which includes
about 150 “positive sentiment” words such as “strong” or “improve” and 150 “negative sen-
timent” words such as “dip” or “decline.” BlackRock then compares the relative frequency
with which positive and negative words are used near references to geopolitical topics. A
weighted moving average puts more emphasis on recent articles.

BGRI Total Score = BGRI Attention — (0.2 * BGRI Sentiment). (6.1)

Greater weight is placed on the attention score, as the indicator’s goal is to fundamentally
measure market attention. BlackRock assigns a 20% weight to the sentiment score. This can
help mitigate spikes in the BGRI at times when market attention is high but positive sentiment
indicates that the risk of a particular scenario may actually be receding.

Conversely, the sentiment component can accentuate increases in the index when senti-
ment takes a turn for the worse. For example, the rise in our US-China competition BGRI
in 2019 was exacerbated by worsening sentiment as both countries escalated their rhetoric
around trade and strategic tensions.

Interpretation of the Score: A zero percentile score is defined as the average BGRI level
over its history. The contemporaneous score is measured relative to its history, because oth-
erwise it would be difficult to assess what constitutes a “high” or “low” level of market
attention to a particular risk.

A score of one is defined to mean the BGRI level is one standard deviation above the
historical average or “baseline.” Negative scores indicate that market attention is below this
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historical baseline. We caution against drawing conclusions from small changes in the BGRI
(such as moves of 0.1 or less, which we regard as noise).

The average is exponentially weighted, meaning that recent readings are weighted more
heavily than those further in the past. This is based on the intuition that markets respond
most to shocks to attention levels, and that high levels of attention eventually become “priced
in.” In other words, the effects of elevated BGRIs wash out over longer periods as investors
become more accustomed to the risk.

6.5.1 s It Priced In?

BlackRock’s BGRI scores need to reflect a key property of markets, namely, that geopolitical
risk scenarios can and will become partially or fully priced into markets. Markets consume
news and recalibrate prices accordingly. The higher the BGRI reading for a particular geopo-
litical risk, the more financial analysts and media are referring to it, and the more we therefore
assume that risk is being priced in by the market. As such, an approach has been developed
for adjusting the scenario impact projections for geopolitical risks, using each risk’s BGRI.

In Exhibit 6.2, the chart on the right shows how our estimates for the impact of a Global
Trade Tensions scenario on global equity markets changed over time. The “unadjusted” line
does not take into account the level of our BGRI, while the “adjusted” line does. We assume
both are equal on the scenario’s release date, as each scenario is calibrated to reflect what
is not already priced in the market by investors. We then apply a multiplier to the scenario
results through time (the dark gray line) to either dampen the estimated impact if market
attention toward the risk is elevated versus the release date, or to amplify it if the BGRI
suggests market participants may be focusing less on the risk.

6.5.2 Adjusted Impacts

How did this play out in practice? Market attention toward Global Trade Tensions quickly
rose above the BGRI level observed on the scenario’s launch (June 11, 2018), as illustrated
in the chart to the left in Exhibit 6.2. This implied the risk was becoming more priced in by

Global trade tensions BGRI BGRI-adjusted vs. unadjusted impact on global equities
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N BGRI-adjusted
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EXHIBIT6.2 Pricing In and Out’

Global Trade Tensions BGRI and estimated global equity impact illustration, 2018-2019

Source: BlackRock Investment Institute, with data from Refinitiv, an LSEG brand, June 2019. The
figures shown relate to past performance and are not a reliable indicator of current or future results.
Forward-looking estimates may not come to pass. It is not always possible to invest directly in an index.
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financial markets. Reflecting this, our BGRI-adjusted scenario impact rose above the unad-
justed figure, pointing to less severe potential losses in global equities should the scenario
occur.

Yet this trend ultimately reversed. Market attention to the Global Trade Tensions risk
steadily waned from its July 2018 peak, before an eventual rebound in mid-May 2019. In the
latter stage of this prolonged decline, the BGRI-adjusted scenario impact temporarily became
more severe than the unadjusted figure, at one point signaling potential double-digit losses in
global equities from a trade-related shock.

Note that even the unadjusted impact shown in our chart can change moderately over
time. This is due to changes in underlying market conditions such as volatilities and cross-asset
correlations. The important takeaway is that the less attention markets are paying to a par-
ticular geopolitical risk, the greater the potential market impact may be should a geopolitical
shock materialize—and vice versa.

6.5.3 Assessing Likelihood

We combine our estimates of the likely impact of a given geopolitical risk with an assessment
of its relative likelihood. Our geopolitical experts—including former policy makers, investors,
and strategists across regions—identify escalation triggers for each risk and assess how likely
they are to play out over the next six months, relative to the other risks we monitor.

We also estimate an overall gauge of geopolitical risk. Its likelihood score is based on a
simple average of our top risks; the market impact is a weighted average by likelihood score.
Exhibit 6.3 shows our estimate of the relative likelihood of each of the top risks—against the
expected 1-month impact on global equities (at the time the scenario was conceived) should
it come to pass. The likelihood scores can help provide a measure of when markets may be
over- or underappreciating a particular risk. For example, we kept our Global Trade Tensions
likelihood score at an elevated level in early 2019—even as market attention to the risk was
sharply declining. Why? We saw tensions between the United States and China as structural
and likely to persist beyond any short-term disagreements over the bilateral trade deficit. This
pointed to rising potential for market volatility should the risk flare up, as it did in May 2019.
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EXHIBIT6.3 Risks and Impacts®-’
Relative likelihood and estimated market impact of selected geopolitical risks, 2019
Source: BlackRock Investment Institute, June 2019. Forward-looking estimates may not come to pass.
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6.5.4 Takeaways

At the time the scenarios were conceived, the three geopolitical risks on our top list with the
greatest potential market impact included European Fragmentation, Russia-NATO Conflict,
and Global Trade Tensions. Global Trade Tensions was seen as the most likely of these risks
to actually play out in the near term.

Gulf Tensions, another risk that was thought to play out, had a relatively modest expected
market impact. BlackRock upgraded the likelihood of this risk in May 2019, against a back-
drop of increasing tensions between the United States and Iran and heightened pressure on
the US-Saudi Arabia relationship. Major Cyberattacks (a major cyberattack that disrupts
key physical or financial system infrastructure) is an example of a risk with relatively high
likelihood but lower expected market impact.

6.6 TAKING ACTION

The primary goal of BlackRock’s geopolitical risk framework is to provide investors with
insights on those risks with the greatest potential to affect the global economy, financial mar-
kets, and portfolio outcomes.

This analysis is an important input for stress testing portfolios. In some cases, the prob-
ability of a negative geopolitical event may point to potential losses that are excessively high
relative to a portfolio’s return targets. This may require hedging or risk-reduction strategies
to mitigate downside risk. For portfolio construction, challenges arise as hedging typically
comes with a cost. Geopolitical risks need to be weighed against fundamental views and the
need to meet return targets.

BlackRock’s scenario results can be used to help identify potential impacts on different
portfolios. We illustrate with a series of hypothetical portfolios, ranging from a high risk
portfolio (100% global equities) to a conservative one (100% bonds), with various blends in
between, such as a “60/40” split of the two asset classes.

The Stress Test chart in Exhibit 6.4 illustrates the estimated range of portfolio impacts
under various geopolitical scenarios:
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EXHIBIT8.4 Stress Test!®

Distribution of estimated BGRI-adjusted impact of geopolitical risk scenarios on hypothetical
multi-asset portfolios

Source: BlackRock Investment Institute and RQA, June 2019. For illustrative purposes only.
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® The scenario impact figures mostly tilt modestly to the downside, with adverse results for
two risks—Global Trade Tensions and Russia-NATO Conflict—standing out. These two
scenarios also show the widest dispersion in results across the hypothetical multi-asset
portfolios analyzed.

® A handful of risks, including LatAm Policy and Major Cyberattacks, have little projected
impact on multi-asset portfolios and a narrow dispersion in results. As a point of caution,
in the real world, there may be outliers to these results. Think of a concentrated portfolio
with heavy exposure to financials under Major Cyberattacks or an emerging market fund
with heavy exposure to Latin America disproportionately harmed by the LatAm Policy
scenario.

6.6.1 Key Drivers

BlackRock’s scenario analysis is an important input to the risk management process and can
be used to stress portfolios. It allows the key drivers of portfolio outcomes under differ-
ent geopolitical risk scenarios to be identified and estimated. For the Global Trade Tension
risk, Exhibit 6.5 applies our estimated asset price shocks to a selected group of hypothetical
equity/bond portfolios of varying risk levels, ranging from 100% equities to 100% bonds.
Exhibit 6.5 shows the estimated performance breakdown by asset class.

The analysis shows that the multi-asset portfolio losses under a Global Trade Tensions
scenario are driven primarily by their exposure to global equities. In some portfolios, these
losses were partially offset by bond exposure (“rates”), reflecting our expectation that the
scenario would cause a flight into perceived safe-haven assets. Currency exposures embedded
in global equity positions, as well as credit positions within the global bond allocations,
detracted from performance. This illustrates the importance of diversification and the search
for effective hedges that can help offset losses under differing risk scenarios.

6.6.2 BGRI-Specific Assets

In 2019, we sought to pinpoint assets that have moved significantly along with big changes
in individual BGRIs, based on statistically meaningful relationships among them.
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EXHIBIT6.5 Underwater!!
Hypothetical portfolio impacts under Global Trade Tensions
Source: BlackRock Investment Institute, with data from MSCI and Bloomberg Barclays, June 2019.
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EXHIBIT8.6 Ticd to Trade Tensions'?
Selected assets’ hypothetical reaction to Global Trade Tensions BGRI
Source: BlackRock Investment Institute, with data from Refinitiv, an LSEG brand, June 2019.

Exhibit 6.6 examines what happened to selected assets when the Global Trade Tensions
BGRI rose (the light gray bars) or fell (the dark gray bars) by more than 0.75 standard devi-
ation over a 3-month period. The average 3-month returns and their historical ranges are
shown. The analysis focused on 3-dozen assets that were seen as closely related to the Global
Trade Tensions risk.

Risk assets, such as China equities, on average were hit hard when the Global Trade
Tensions BGRI was on the rise, but rallied when the BGRI declined significantly. Equities,
in the highly cyclical semiconductor sector, showed a similar, and magnified, response. This
approach can help tease out assets that may be most sensitive to spikes in market attention
to particular scenarios, potentially facilitating risk management.

6.6.3 The Path Forward

As geopolitics is ever evolving, BlackRock continuously seeks out ways to improve our frame-
work. Section 6.7 lists some of the limitations with which the firm is grappling. Among the
enhancements we are considering addressing are the following:

® Multi-period scenario analysis: The presented approach assumes geopolitical shocks are
instant. BlackRock is working on an improvement to our model that would allow for
multi-period analysis, or scenarios that would be realized over a time period.

m Worst-case outcomes: What happens when multiple tail risk scenarios strike markets at
the same time? BlackRock is in the early stages of attempting to answer this question, via
modeling a series of worst-case outcomes.

BlackRock’s multidisciplinary group of in-house geopolitical experts continuously
reviews the list of top geopolitical risks. Scenarios are refreshed as existing risks evolve and
new ones emerge. BlackRock’s research to quantify geopolitical risks is part of a broader
effort to go beyond traditional financial metrics when thinking about risk.
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6.7 CAVEATS AND CAUTIONS

While significant progress has been made in applying a framework to quantify geopolitical
risks, estimating the impact of geopolitical risks on asset prices and portfolio returns will
forever remain a challenging endeavor. Key hurdles include the following:

Fast-moving events: Geopolitical situations can change quickly. Keeping on top of the
developments can require a significant commitment of time and resources. For example, tariff
levels between major economies can rise in a step-wise fashion in response to incremental
news flow or a sudden breakdown in trade talks. And scenarios can quickly become obsolete
or morph into different risks. After binary events such as elections, for example, the risk
scenario for markets may shift from one in which outsider candidates rise to power, to another
in which new leaders implement populist policies.

Time horizon: There can be a disconnect between the time horizons of investors and those
of geopolitical risk events. To be sure, the timing of certain geopolitical risk events, such as
elections or referenda, is certain. Yet the vast majority are of uncertain duration and occur
while markets continue to ingest data and recalibrate prices. The persistence of a market
shock also depends on the nature of the event. For example, the negative market impact of
a trade war may be quickly unwound in the case of a deal that resolves tensions. Yet an
extended trade conflict could have longer-lasting and wider-ranging implications.

Multiple outcomes and triggers: Geopolitical situations can have multiple outcomes,
each with wide ranging impacts. Military conflicts, for example, can have many escalation
triggers—some hard to foresee. The broad market impact is likely to depend on the extent to
which the conflict is contained, or if it draws in major powers.

Of course, geopolitical risks are just one of many factors that impact asset valuations.
Broad “risk-on” and “risk-off” shifts in market sentiment—due to changing perceptions
around growth, policy expectations, and other fundamental variables—can swamp the
impact of geopolitical events on asset prices. Another challenge includes evaluating geopolit-
ical risks independently of each other. Yet in reality, multiple events can occur simultaneously,
complicating the analysis.

Early warning: Markets often move ahead of geopolitical risk events. This can dampen
the incremental market reactions to the eventual realization of the scenario, at times making
for counterintuitive asset price fluctuations. We attempt to address the challenge of mar-
kets partially or fully pricing in geopolitical risk events in advance via our BGRI adjustment
methodology. Yet we are cognizant that our work in this area is an application of vastly
imprecise science. Our market attention indicators, for example, may fail to capture certain
relevant keywords.

Bottom line: Geopolitical risks can have a large impact on portfolios, especially in the
short term. Investors would do well to keep tabs on them.

NOTES

1. This chapter along with the corresponding dashboards and exhibits represent data from June 2019.
Aspects of the analysis have evolved since its initial publication in June 2019.

2. Tom Donilon, Bennett W. Golub, and Isabelle Mateos y Lago assisted in the initial development of
this article, which was published in June 2019.

3. The table shows selected geopolitical events from BlackRock’s historical study of 68 geopoliti-
cal risk events between 1962 and 2019. Risks were bucketed into three groups: event (such as
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elections); exogenous (sudden events such as the Sept. 11 attacks); and thematic (a prolonged event
such as U.S.-North Korea tensions). Dates refer to the starting date of the event.

4. The charts focus on 31 “exogenous” (unexpected) geopolitical shock events between October 1962
and January 2019. Examples include terrorist attacks and the Arab Spring. The chart on the left
depicts average equity returns following the shocks. The S&P 500 was used as a proxy, given its
longer available history than global equity indexes. The chart on the right shows equity returns
following the eight shocks that occurred in months when the US economy was contracting (ISM
US Manufacturing PMI was below 50). The “Average return” lines were calculated based on the
closing price of the S&P 500 Index one day before the event date. On the left-hand chart, the average
return (all periods) line shows the cumulative average daily return between 1960 and 2019; on the
right-hand chart, the average return (contraction periods) line shows the cumulative average daily
return between 1986 and 2015 when the US PMI was below 50. The shaded gray “range” is the
standard error, or standard deviation, of the historical distribution. With respect to S&P data, S&P
GSCl is a product of S&P Dow Jones Indices LLC (“S&P DJI”). S&P® is a registered trademark
of Standard & Poor’s Financial Services LL; Dow Jones® is a registered trademark of Dow Jones
Trademark Holdings LLC. © 2022 S&P D]JI. All rights reserved. S&P D]JI does not sponsor, market
or promote investment products based on its indices, and S&P DJI does not have any liability with
respect thereto.

5. The table shows BlackRock’s analysis regarding how various assets could react over a 1-month time
frame (represented by the “shock (size)” column) to a hypothetical scenario of rising Global Trade
Tensions. We estimate the severity of each shock based on analysis of similar historical events and
current market conditions such as volatility and cross-asset correlations. In line with market con-
vention, fixed-income shocks are expressed as changes in benchmark yields (basis points) and other
asset classes as percentage price changes; see the “Implied Stress Testing Framework” section of
Chapter 5: Market-Driven Scenarios: An Approach for Plausible Scenario Construction for further
details. Indexes used: MSCI China Index for China equities; S&P 500 for US equities; MSCI Emerg-
ing Market (EM) Index and MSCI World Index for EM vs. developed (DM) equities; J.P. Morgan
EMBI for EM debt; and the US Dollar Index. The Chinese yuan and Mexico peso are represented
by their respective exchange rates with the US dollar (USD). Gold and copper are represented by
benchmark futures contracts. Scenarios do not reflect all possible outcomes as geopolitical risks
are ever evolving. This material represents an assessment of the market environment at a specific
time and is not intended to be a forecast or guarantee of future results. There is no guarantee that
stress testing will eliminate the risk of investing in any asset class. The MSCI data contained herein
is the property of the MSCI Inc. or its affiliates (collectively, “MSCI”). MSCI and its information
providers make no warranties. The MSCI data is used under licenses and may not be further used
distributed or disseminated without the express written consent of MSCI.

6. The table shows BlackRock estimates of how various assets could potentially react to a hypotheti-
cal scenario of rising Global Trade Tensions, as defined in our Geopolitical Risk Dashboard. These
shocks represent implied 1-month moves from the specific shocks to the assets highlighted in Table
6.2, based on cross-asset correlations and market conditions as of the scenario’s inception in June
2018. Calculations assume instantaneous shocks across all risk factors. The shock (standard devia-
tion) column shows the shock size in 1-month volatility terms. Shocks are expressed as price returns
for equities, credit, currencies, and commodities; and changes in benchmark yields for non-credit
fixed-income sectors. We use benchmark futures contracts for commodities as gauges of market
reaction. The indexes for regional equity markets are MSCI World Index, S&P 500 Index, MSCI
Emerging Market Index, MSCI Japan Index, MSCI Europe Index, and FTSE 100 Index. MSCI
World sector indexes represent the sectors. Implied volatility is represented by the VIX Index. Cboe
Volatility Index® and VIX® are registered trademarks of Cboe Exchange, Inc. For credit we use the
following Bloomberg Barclays indexes: US Corporate High Yield, US Credit, and European Credit.
Scenarios do not reflect all possible outcomes as geopolitical risks are ever evolving. This material
represents an assessment of the market environment at a specific time and is not intended to be a
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10.

11.

forecast or guarantee of future results. There is no guarantee that stress testing will eliminate the
risk of investing in any asset class.

. The chart on the left shows the BlackRock Geopolitical Risk Indicator (BGRI) for Global Trade

Tensions. To generate it, specific words are identified related to this geopolitical risk and text anal-
ysis is used to calculate the frequency of their appearance in the Refinitiv Broker Report and Dow
Jones Global Newswire databases as well as on Twitter. Then adjustments are made for whether
the language reflects positive or negative sentiment, and a score is assigned. A zero score represents
the average BGRI level over its history from 2003 up to that point in time. A score of one means the
BGRI level is one standard deviation above the average. Recent readings are weighed more heavily
in calculating the average. The chart on the right shows BlackRock’s estimates of the potential
market impact of rising trade tensions on the MSCI ACWI Index, a proxy for global equities. The
unadjusted line shows the original estimate not adjusted for our Global Trade Tensions BGRI and
based on the scenario analysis run on June 11, 2018. The adjusted line shows the potential equity
impact based on the level of the BGRI. For example, an elevated BGRI level would suggest increased
investor attention and therefore a lower BGRI-adjusted market impact. A factor is determined that
scales the size of the BGRI move since the date of our original market impact estimate to calculate
the BGRI-adjusted market impact. A sigmoid function is used to do so, or a statistical technique
that is characterized by an S-shaped curve. We then multiply the original estimate of the market
impact by (1 — scaling factor) to reach the BGRI-adjusted market impact score. The scenarios and
charts are for illustrative purposes only and do not reflect all possible outcomes as geopolitical risks
are ever evolving.

. The graphic depicts BlackRock’s estimates of the relative likelihood (1-10 scale, with 10 most likely)

of the risks over the next 6 months and their potential market impact on the MSCI ACWI Index.
Market impact estimates are as of the time of creation of each scenario. The Global dot represents
our overall assessment of geopolitical risk. Its likelihood score is based on a simple average of our
top-10 risks; the market impact is a weighted average the likelihood scores. Some of the scenarios
envisioned do not have precedents—or only imperfect ones. The scenarios and the chart are for
illustrative purposes only and do not reflect all possible outcomes as geopolitical risks are ever
evolving.

. The impact estimates in Exhibit 6.3 are unadjusted. The BGRI-adjustment process described pre-

viously means the estimated market impacts change over time. For example, the European frag-
mentation BGRI spiked from mid-2018 through June 2019, suggesting the risk was more priced
in, dampening its expected market impact relative to the estimate displayed in Exhibit 6.3.

The charts show the distribution of BGRI-adjusted impact estimates on 11 hypothetical multi-asset
portfolios. The portfolios range from conservative (100% bonds) to aggressive (100% equities)
with 10 percentile shifts in asset class composition between these extremes. Example: 90% bonds;
10% equities, 80% bonds; 20% equities and so on. Bonds are represented by the Bloomberg Bar-
clays Global Aggregate Index (USD-hedged); equities by the MSCI All Country World Index. The
impacts (estimated 1-month performance in US dollar terms following the shock) are shown for
each of the top geopolitical risks highlighted on BlackRock’s Geopolitical Risk Dashboard. For
illustrative purposes only. Estimated impacts do not reflect any management fees, transaction costs,
or expenses. Scenarios do not reflect all outcomes as geopolitical risks are ever evolving. This mate-
rial represents an assessment of the market environment at a specific time and is not intended to be
a forecast or guarantee of future results. There is no guarantee that stress testing will eliminate the
risk of investing in any asset class.

We present the estimated 1-month performance impact in US dollar terms of our Global Trade
Tensions scenario on six hypothetical portfolios: (1) 100% global equities (MSCI ACWI index),
(2) 80% global equities, 20% global bonds (Bloomberg Barclays Global Aggregate index); (3) 60%
global equities, 40% global bonds; (4) 40% global equities, 60% global bonds; (5) 20% global
equities, 80% global bonds; and (6) 100% global bonds. The BGRI-adjusted estimates are broken
down by asset class. Asset class references are for illustrative purposes only and should not be
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interpreted as a recommendation. Indexes are unmanaged. Returns do not reflect any management
fees, transaction costs, or expenses. Scenarios do not reflect all outcomes as geopolitical risks are
ever evolving. This material represents an assessment of the market environment at a specific time
and is not intended to be a forecast or guarantee of future results. There is no guarantee that stress
testing will eliminate the risk of investing in any asset class.

12. The chart shows the 25%-75% percentile ranges (bars) and average 3-month returns (dots) for
selected assets during rolling 3-month periods when the Global Trade Tensions BGRI rose or fell by
more than 0.75 standard deviations. The MSCI China Index (China equities) and the semiconductor
sector subcomponent of the S&P 500 Index are used to calculate returns. Scenarios do not reflect all
outcomes as geopolitical risks are ever evolving. This material represents an assessment of a market
environment at a specific time and is not intended to be a forecast or guarantee of future results.
There is no guarantee that stress testing will eliminate risk in investing any asset class. The figures
shown relate to past performance and are not a reliable indicator of current or future results. This
information is not intended as a recommendation to invest in any particular asset class or strategy
or as a promise—or even estimate—of future performance.
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7.1 INTRODUCTION

The term “liquidity” is often used ambiguously. In practice, it can have several different
meanings—market liquidity, fund liquidity, liquidity premium, and so on.! This chapter
focuses on fund liquidity risk, the risk that a redeemable multi-fund holder collective fund
cannot raise enough cash to meet investor redemptions on a timely basis. Depending on the
jurisdiction and legal form of the fund entity, such a failure can be treated as a catastrophic
event that results in the termination of the fund and, even more dangerous, leads to an
investor “run” on the fund-type or other funds managed by the same fund manager?.

Managing fund liquidity risk involves evaluating the market liquidity of fund holdings
to ensure a fund can convert holdings into cash to meet redemptions in a manner that does
not adversely dilute the interests of other remaining shareholders.

Fund liquidity risk issues can often arise as a by-product of other issues, such as poor
fund investment performance triggering sustained outflows or reputational scandals associ-
ated with the manager leading to redemption shocks. As such, implementing robust top-down
governance practices and developing a strong liquidity risk management framework are key
to mitigating these potential risks before they create problems. Specifically, to control this risk,
fund managers should have a formal and well-defined firm-wide liquidity risk governance
framework. The risk management function should be independent of portfolio management
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TABLE 7.1 Liquidity Risk Management Elements

Liquidity Risk Risk managers identify key liquidity risks and seek to provide accurate and
Measurement appropriate risk measures for liquidity risk management.

Liquidity Risk Risk managers monitor fund asset liquidity and redemption risks relative to
Management limits.

OLIGRYELERCE  Risk managers discuss or escalate liquidity risks with decision-makers, as
Liquidity Risk appropriate.
Awareness

Redemption Risk managers evaluate back-up sources of liquidity and help to ensure
Toolkit operational readiness to employ extraordinary measures, as necessary.

to ensure that all risks, including liquidity risks, are properly managed. In line with the “three
lines of defense” model outlined in Chapter 1, individual portfolio management teams should
take primary responsibility for managing the liquidity risks associated with their portfolios.
As the second line of defense, risk managers should regularly evaluate and discuss risks with
portfolio managers, including setting mutually sensible limits on portfolio asset liquidity,
both absolutely and relative to redemption risk, with escalation channels to the chief risk
officer and chief investment officer, as necessary. Finally, as the third line of defense, audit
should independently validate the investment businesses” adherence to key controls and poli-
cies. While there can be a variety of approaches, Table 7.1 illustrates key elements of a fund
liquidity risk management function, which is grounded on strong governance, standardized
processes, advanced analytics, and operational readiness.

This chapter presents an element of the first pillar of BlackRock’s Investment Risk Man-
agement Paradigm (IRMP). Beginning with a brief history of fund liquidity risk management
and its evolution through time, this chapter outlines a liquidity risk framework, describes
the role that data (and data scarcity) plays in fund liquidity risk modeling, and finally dis-
cusses a few different models and analytics that can be employed to measure and monitor
liquidity risk.

7.2 A BRIEF HISTORY OF LIQUIDITY RISK MANAGEMENT

In the wake of the 2008 Global Financial Crisis, structural changes in bond markets cou-
pled with increased regulatory oversight elevated concerns about liquidity risk management.
Financial institutions—faced with a reduction in balance sheet capacity, increased capital
costs, and heightened regulatory scrutiny—were forced to reevaluate their operating mod-
els and adapt to a new market and liquidity regime. To help mitigate the crisis, central
banks employed extraordinary means to maintain low interest rates. Presented with accom-
modative monetary policies that kept interest rates extraordinarily low, many companies
seized the opportunity to borrow cheaply. As a result, corporate bond issuance increased,
including a proliferation of nonstandard issuance. Exhibit 7.1 shows an increase in US corpo-
rate bond issuance, which dipped in 2008 but rebounded post-financial crisis. Concurrently,
broker-dealer inventories declined due to regulatory capital requirements and a ban on pro-
prietary trading by banks.

Historically, asset managers were primarily “price takers” in over-the-counter (OTC)
markets. When a buy-side trader acts as a price taker, he or she requests quotes from several
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EXHIBIT7.1 Annual US Corporate Bond Issuance
Source: SIFMA, as of December 2019.
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EXHIBIT7.2 US High-Yield and Investment-Grade Corporate Bond Market Turnover

Sources: BlackRock, FINRA TRACE, as of December 31, 2019.

Note: Turnover measures ratio of monthly average daily trading volumes to the total market value
outstanding. We use the Bloomberg Barclays US High Yield and Corporate Bond Indices as proxy for
total market value outstanding. Corporate bond cash data sourced from FINRA TRACE.

dealers and takes the best price received. However, following the 2008 Global Financial Crisis,
many market participants shifted their trading behavior to become “price makers.” As a price
maker, a market participant determines the price at which he or she is willing to buy (or sell)
a particular security and then actively seeks out that price. This type of trading behavior is
predominantly found in equity markets.

While primary issuance remained strong, secondary markets became thinner (e.g., lower
turnover and wider bid-ask spreads) post-financial crisis. Specifically, there was a larger price
impact for larger transactions in the secondary market, resulting in market participants choos-
ing to increasingly break up secondary market trades into smaller sizes to minimize market
impact. Generally, when market participants demand liquidity with immediacy, the cost of
liquidity rises, particularly if immediacy is demanded during stressed environments. This can
lead to investment losses for some investors and, at the same time, relative value opportuni-
ties for those market participants who can buy assets effectively being sold at a discount to
fair value.



166 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

Asset Liquidity Redemption / Outflow Risk
Securities / Holdings Data REDEMPTION / Fund Attributes
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EXHIBIT7.3 An Effective Fund Liquidity Risk Management Framework*
Source: BlackRock. For illustrative purposes only.

Post-financial crisis, market participants needed to modify their approaches. Portfolio
managers adapted their portfolio construction process to account for changes to market lig-
uidity, and risk managers built new tools and enhanced their liquidity risk frameworks and
portfolio monitoring.

7.3 A FUND LIQUIDITY RISK FRAMEWORK

A comprehensive fund liquidity risk management program measures the liquidity of secu-
rities (assets) in funds, analyzes redemption behavior, and seeks to ensure funds are always
able to meet reasonably anticipated redemptions on a timely basis. More specifically, the
objective of the fund liquidity risk management program is twofold: (1) to help ensure that
a fund has sufficient levels of liquid assets to meet a surge of short-term redemptions and
(2) to help ensure that a fund does not become illiquid while seeking to meet large sustained
levels of redemptions. As illustrated in Exhibit 7.3, the comprehensive fund liquidity risk
management framework focuses on balancing asset liquidity with redemption profiles and
incorporating the impact of extraordinary measures, as needed, to help meet unanticipated
large redemptions in adverse markets.

7.4  ASSET LiQuIDITY

Measuring asset liquidity involves estimating the time required to liquidate positions in a
fund in both normal and stressed market environments. Securities markets’ trading behavior,
structure, conditions, and position size all contribute to determining a given security’s asset
liquidity. Understanding days-to-trade, transaction costs, and how they fluctuate based on
market impact (i.e., the size of trades) are critical to asset liquidity measurement. We begin
by discussing the importance of data in measuring and modeling liquidity.

7.4.1 Importance of Data Modeling for Liquidity Risk Management

Portfolio and risk managers have been able to do a decent job modeling liquidity risk in equity
portfolios for a long time. Given the nature of equity markets, where securities trade intraday
on public exchanges, detailed transparency on trade volumes and pricing at the ticker level
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is available. This data availability has allowed portfolio and risk managers to measure and
model the time and cost required to liquidate positions in normal and stressed markets for
equities.

Modeling fixed-income asset liquidity, on the other hand, can be particularly challenging
due to the massive number of distinct, tradeable securities in these markets and the gener-
ally lower levels of observed transactions for these securities. For instance, thousands of US
corporate bonds principally trade OTC. There are approximately 1 million CUSIPs for munic-
ipal bonds alone.> However, only a small portion of all fixed-income securities trade daily,
with trading concentrated in recently issued, large offerings. Yet, despite the low number of
transactions per each security, reasonable approaches to assessing liquidity are achievable.

To appreciate how this can be done, consider a particular single family home where the
same homeowner has lived for 30 years. During this period, zero transactions are recorded
for the house. However, despite the lack of any specific transactional data, the house can
and will be sold with a decent estimate of how long it will take and what it will fetch on
the market. By reviewing other transaction records in the neighborhood, including houses
with comparable attributes (i.e., acreage, number of bedrooms), the value of the house and
the time required to sell it can be inferred. In other words, the lack of complete volume data
alone does not make it impossible to develop useful information about a bond’s liquidity.
Other factors may need to be analyzed to properly evaluate liquidity.

Exhibit 7.4, compares daily posted inventory volumes (i.e., dealer axes) to actual TRACE
(Trade Reporting and Compliance Engine) transaction data for US investment-grade (IG)
corporate bond markets. The dealer axes data indicates that the trading volume observed
in TRACE is a lower boundary of what is tradable and suggests that, on average, what can
be traded is potentially a multiple of what is actually observed. Similar relationships can be
found in the US high-yield (HY) market. Therefore, to effectively model and measure the
liquidity of fixed-income securities, additional data need to be incorporated, including dealer
axes, dealer runs (essentially bid and offer quotes), and observable data for bonds with similar
characteristics.

US IG Trace Uncap vs Total Axe Volume
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EXHIBIT7.4 US Investment-Grade Trading Volumes
Sources: BlackRock, FINRA TRACE, Axe Data sent to BLK Brokers, as of December 2019.
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The lack of available undithered and contemporary sources of data has often been
cited as an impediment to liquidity risk management for fixed-income securities. Due to
regulation and increasing demands for transparency by market participants, the availability
of fixed-income trading data has markedly improved over the last few years, resulting in
enhancements and improved accuracy of price discovery and liquidity risk models. Table 7.2
details some of the improvements in data availability.

7.4.2 Asset Liquidity: Days-to-Liquidate

Improved transactions data facilitates more conventional approaches to developing means
for controlling portfolio liquidity. One approach to modeling asset liquidity is to estimate the
number of days required to liquidate a position. Days-to-liquidate is calculated as a function
of each position’s average daily volume (ADV), the size of the trade, and an assumed market
participation rate:

Size of Trade
Participation Rate « ADV Assumption

Days to Liquidate = (7.1)

The ADV of a specific security is the value of that security traded, on average, over
a specified period, typically daily. ADVs can be measured (e.g., equities and US corporate
bonds) using a firm’s data, exchanges, and data vendors or modeled (using factor mod-
els such as amount outstanding, bid—ask spreads, etc.). Where there is a lack of granular

TABLE7.2 Improved Transaction Data Availability

Data Source Recent Enhancements

TRACE In the United States, TRACE provides daily price and volume data
for numerous liquid bond types (including IG and HY), albeit
with individual trade volume caps based on trade size. In 2017,
the Financial Industry Regulatory Authority (FINRA) introduced
more timely access to TRACE corporate bond trade data,
including the release of uncapped trading volumes at the CUSIP
level on a 6-month lag.

Markets in Financial In Europe, several data vendors provide daily corporate bond trade
Instruments Directive volumes. As a result of MiFID II regulation, third-party data
(MIiFID) 11 providers offer detailed “intraday” snapshots of price and

volume data at the end of each trading day for liquid bonds and
full transparency for less liquid bonds on a monthly lag. Multiple
data providers distribute data based on aggregated,
nonstandardized feeds from dealers.

Realized Transaction Costs As a result of MiFID regulation, asset managers are required to
report realized transaction costs for European funds, which has
improved transparency and encouraged third-party distribution
of data to market participants.

Consolidated Pricing Tape The European Commission is evaluating MiFID II data
amendments, including a new consolidated “tape” of pricing
data across fixed income and equity markets in a standardized
format to improve data consistency and quality. Third-party data
providers would be required to report data to a new consolidated
tape provider with data tapes for each asset class.
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investment-specific data, ADVs can also be estimated based on asset type, sector turnover, or
trader insights.

The size of a trade required to be supported can be estimated to varying degrees of confi-
dence based on historical redemption rates, portfolio leverage, derivative exposure, and other
fund specific characteristics. Importantly, the liquidity of a fund and its underlying holdings
varies depending on the market environment.

The market participation rate is the estimated percentage of a security’s ADV that can
be liquidated without materially impacting the price. Often in fixed-income markets, the
observed trade volume is smaller than the inventory that could possibly trade. Referred to
as latent liquidity, volume forecasts based on observed trading data, on average, provide a
lower boundary of what could possibly trade. Section 7.8.1 includes more details on model-
ing trading volumes and outlines a new type of analytics to analyze volume and price data at
the individual security level.

7.4.3 Asset Liquidity: Corporate Bond Transaction Costs (T-Costs)

Transaction costs (t-costs) are critical to evaluating asset liquidity. Traders regularly evaluate
what bonds and position sizes can be traded without incurring undue t-costs and use t-cost
analytics as a measure for best execution. Risk managers leverage t-cost models to review
portfolio liquidation costs based on both fixed and variable costs, liquidation times for funds,
specific holdings, and the impact of liquidation scenarios (partial or entire funds) and strate-
gies (pro-rata or lowest cost). Since one of the main challenges in modeling fixed-income
t-costs is price uncertainty, the expanded pricing and transaction data now available in many
global markets have markedly improved the ability for organizations to accurately model
t-costs for corporate bonds.

At the most basic level, expected t-costs are the sum of fixed costs (i.e., commissions)
and realized market impact. The latter captures the relationship between position size and
t-costs. The fixed cost is represented by the bid-ask spread, which can be expressed as the
difference between historical bid and ask quotes from dealers, normalized by the mid-price
of the benchmark prices.

In practice, there are several challenges in modeling t-costs for fixed-income securities,
specifically the limited data available in fixed-income markets (as referenced in Section 7.4.1
and further described in Section 7.8). As an example, implementation shortfall relies on price
discovery, which is the process of determining the price of an asset in the marketplace through
the interactions of buyers and sellers. Therefore, a key priority is to improve price data quality.
Additionally, measurement errors in implementation shortfall set the boundaries of efficiency
for functional forms (i.e., the error in the data is large compared to the object being mea-
sured). Comparable issues limit the explanatory power of t-cost models, including less reliable
bid-ask spreads when bonds are less actively traded. Further, the differentiation of fixed costs
and market impact can be “blurry” as the majority of price data provides indicative prices
and/or sizes and estimated ADVs. Section 7.8.1 includes more details on modeling t-costs and
implementation shortfall.

7.5 REDEMPTION RISK

A critical component when managing a fund’s liquidity risk is evaluating its ability to meet
redemptions in varying market environments. This involves the ability to respond effectively
to unexpected, outsized flows—both short-term surges in redemptions and long-term sus-
tained outflows. Redemption risk is a function of numerous factors, including macroeconomic



170 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

factors, fund returns, changes in a fund manager’s reputation, severe underperformance by
similar funds managed by others, and fund attributes (e.g., AUM, investor profile and concen-
trations). Redemptions may occur under normal or stressed market conditions, which impact
a fund in different ways. Under normal market conditions, funds will aim to minimize the cost
of meeting subscriptions and redemptions whereas during stressed market conditions, funds
might observe large and potentially correlated demands. Approaches to modeling redemption
risk are outlined in Section 7.8.2.

7.5.1 Managing Redemptions and Outflow Risk

Portfolio managers should be prepared to utilize a range of tools to meet redemption requests.
The “Waterfall” in Table 7.3 would most likely be followed for US open-end 40 Act retail
funds. It illustrates a typical sequencing of “all available means” to meet redemptions, includ-
ing structural fund features, while recognizing constraints based on the fund’s mandate and
regulatory requirements. Risk managers should review “Waterfall” protocols independently,
including the operational feasibility of using back-up sources of liquidity, and assess whether
portfolio managers followed appropriate protocols post large redemptions. Not all tools that
are legally permissible are, in practice, operationally feasible. The time to learn how to use
extraordinary means is NOT during a crisis. Rather, regular drills should be performed to
develop and retain operational flexibility.

7.6 LIQUIDITY STRESS TESTING

Liquidity stress testing is an important tool within the liquidity risk management framework,
allowing risk managers to ensure a fund can meet redemptions in various environments. To
analyze the impact of stressed markets on the liquidity of a portfolio, risk managers should

TABLE7.3 Key Elements of a Typical Redemption “Waterfall” for US Retail Funds

Cash/Highly Liquid Assets are held to provide a highly liquid buffer for a variety of reasons,
including (1) the ability to meet small, nontrending “noise” redemptions to minimize the need to
incur transaction costs associated with selling a very small pro-rata basket, (2) an investment
strategy where risk may be obtained synthetically, and (3) market environments in which the
portfolio manager actively chooses to hold excess liquidity. Cash levels in portfolios fluctuate
based on these and other factors. Highly liquid assets can include fixed-income ETFs, which can
be used by portfolio managers to add daily liquidity to a fund while helping to maintain the risk
consistent with the benchmark and fund mandate. Similarly, cash held in a portfolio can be
equitized using futures.

Pro-rata/risk constant sale of bonds in a manner that keeps the risk positioning in a fund largely
unchanged and consistent with the fund’s mandate, including the fund’s investment guidelines.
Most non-de minimus redemptions in liquid fixed-income funds should be met by the sale of
bonds in a pro-rata or “risk constant” fashion. This approach has the valuable feature of
treating both the redeeming and remaining investors in the fund equitably.

Short-term borrowings, such as reverse repurchase (repo), overdraft capacity with custodians, and
lines of credit, can serve as “back-up” liquidity sources for portfolio managers (to the extent
permitted by leverage constraints) when there are large, unexpected redemptions or idiosyncratic
redemption behavior in funds. Borrowings for open-end mutual funds are limited in some
regulatory jurisdictions. For example, under the 1940 Investment Company Act, borrowing is
limited to 33.3% of total fund assets (i.e., the fund must have asset coverage of 300%).
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consider the liquidity of the assets in light of redemptions in normal and stressed market
conditions. Stressors can be applied to assets, fund redemptions, or both, depending on the
intended scenario. Stress testing the asset liquidity profile can be achieved using ADV or t-cost
multipliers, applied at the sector or global level that simulate longer times or increased costs
to liquidate assets. Applying stress to assets is indicative of volatile markets, but with limited
investor redemptions and increased t-costs. Several different stresses can be applied on the
redemption side, including investor concentration scenarios to simulate the impact of simul-
taneous redemptions from a concentrated group of investors, historical redemption scenarios
to simulate the impact of historical or hypothetical redemptions, as well as scenarios that
simulate the impact of gating a fund. Applying stress to redemptions alone is indicative of
increased investor redemptions under normal market conditions. Finally, applying stress to
both the assets and redemptions represents a “worst-case scenario” with increased redemp-
tions and challenges in sourcing liquidity leading to expensive transactions or potentially
catastrophic fund failure.

Risk managers should consider reverse stress testing, which allows further analysis to
determine how additional stresses on the asset liquidity or redemption magnitude impacts
a fund’s liquidity coverage ratio. It also provides a way of quantifying scenarios that would
cause the liquidity coverage ratio to fall below zero over different horizons.

7.7 EXTRAORDINARY MEASURES

In addition to techniques that measure and monitor liquidity risk, other redemption man-
agement tools are available in certain jurisdictions in “extraordinary” circumstances to meet
unanticipated redemptions. Organizations should perform regular reviews of the redemption
tools available to different fund types in varying regulatory jurisdictions. Table 7.4 describes
the various extraordinary measures available and details where they are permitted by jurisdic-
tion of fund type. Notably, having access to these measures is only helpful if fund managers
know how to put the measures into practice. While these techniques are, by design, rarely
used, they could be required with great urgency. It is important to periodically test the ability
of the fund manager to utilize these measures to ensure that different parts of the organiza-
tion understand their role and can put the measures into practice quickly. Various teams, such
as legal, operations, risk management, and trading should perform “break glass” testing to
ensure that tools can be deployed if needed.

7.8  FIXED-INCOME DATA AVAILABILITY LIMITATIONS

While fixed-income liquidity data has improved, there are still limitations with respect to
the granularity of the data reported, as of January 2023. As noted in Table 7.2, TRACE
provides daily price and volume data with caps based on trade size. More specifically, HY
and IG trading volumes are currently published with individual trade volumes capped at $1
million and $5 million, respectively. Trades are reported 15 minutes following a transaction.
If the trade size is larger than the cap, the report indicates the trade was $1 million or over,
whereas if the volume is below the cap, the exact volume is reported. Uncapped price and
volume data for all trades is published on a 6-month lag. This presents challenges in modeling
bond liquidity, as there is no immediate transparency for the bonds trading in excess of their
caps. As shown in Exhibit 7.5, based on analysis of 2019 data, 78% and 45% of the total
HY and IG trading volumes were capped, respectively.
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TABLE7.4 Examples of Extraordinary Measures®

Extraordinary Measure

Description

Permissibility

Temporary Borrowing

In-kind Redemptions

Gates

Pricing Mechanisms

Suspension

Borrowing includes overdraft

protection from custodians, repo
agreements, inter-fund lending
agreements, or bank credit
facilities for back-up liquidity
purposes. These agreements
provide temporary cushions to
allow orderly selling of securities
while still meeting fund’s
obligations to clients.

In theory, in-kind redemptions can

be used, on an ad hoc basis, to
meet redemptions for actively
managed funds. This reduces
liquidity risk as assets can be
transferred to fund shareholders
rather than having to be sold in
a distressed market to meet a
redemption.

When a fund applies a gate, it only

has to meet redemptions up to a
certain level (e.g., 10% of net
asset value [NAV]). Gates are a
mechanism to temporarily stop a
hypothetical “run” on a fund.
Gates are unlikely to be effective
if only applied to certain funds
or asset classes.

Certain pricing mechanisms,

including swing pricing and
purchase redemption values
(PRVs) allocate transaction costs
to redeeming and subscribing
investors alike. With respect to
redemptions, these mechanisms
reduce “first mover” advantage
and “run” risk by making
redemptions during periods of
market stress more expensive.

Suspensions act as a more extreme

measure by allowing a fund to
stop meeting any redemptions.
Suspensions can sometimes be in
the best interest of clients as an
alternative to fire-selling the
fund’s assets.

Bank lines of credit are permissible
for US retail funds but are
ineligible for Undertakings for
Collective Investment in
Transferable Securities (UCITS)
funds.

Allowed by regulation, but only
feasible for certain types of funds
or large institutional investors due
to the electronic platform
employed to distribute mutual
funds.

Allowed for UCITS funds. Not
permissible in the United States
for retail mutual funds, meaning
that a gated fund may need to get
fully liquidated.

Swing pricing is allowable and
widely used for UCITS funds, and
PRV is used for collective trust
funds (CTFs) in the United States,
regulated by the Office of the
Comptroller of the Currency
(OCQ).

Swing pricing is allowable under the
US Securities and Exchange
Commission (SEC) Liquidity Risk
Rule but, as of January 2023, still
not feasible given legacy
infrastructure supporting fund
flows in US retail mutual fund
markets.”

Not permissible for US mutual funds
without specific allowance from
the SEC.
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EXHIBIT7.5 HY and IG Capped and Uncapped Trade Volumes in 2019
Sources: BlackRock, FINRA TRACE, 2019.

Attempting to address this lack of transparency in available data, market participants
have developed simplistic approaches based on reported capped and uncapped volumes aggre-
gated at the sector level. By adding together the individual capped volumes for each trade
and taking the difference between this amount and the total aggregated volume for the sec-
tor, volumes for each of the capped trades can be estimated by distributing the difference to
the individual bonds. Using this approach, the traded volumes of the bonds can be mistated,
impairing the accuracy of models consuming this data, including transaction cost models.

7.8.1 Modeling Asset Liquidity

Modeling Trading Volumes As described earlier, one way that asset liquidity can be modeled is by
computing a position’s “days-to-trade” based on a security-level ADV model. Such a model
attempts to address the issue of infrequent trade observations by incorporating historical trad-
ing data and a broad set of features that reflect the heterogeneity of corporate bond markets.
To effectively model trading volumes, the infrequent trading problem can be decomposed
into two problems: (1) the probability of the trade occurring and (2) the predicted volume if
the bond does trade. Combining both problems creates an unconditional expected value of
future tradable volume.
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Such a model can be estimated by employing random forest regression, a machine-
learning technique. This technique can address nonlinearity and missing data and also deals
well with a large set of features.

b _ b b b b
E(V )=pb - E(V® |TRADE)+ (1 -p’,,)- E(V® INO TRADE)

7

g

0
=pb,, - E(V* |ITRADE) (7.2)

t

where

b = individual bond
t = time

th+1 = bond b’s market-wide trade volume at time ¢z + 1

TRADE = condition of a trade occurring
pb . =bond b’s probability of TRADE occurring at ¢ + 1.

t+1

E(Vthﬂl TRADE) predicts “if a bond trades, what is the expected market-wide traded
volume?” and lies in the interval [min(y), max(y)]

pthr1 predicts the probability of a trade occurring tomorrow, and lies in the interval [0, 1]

For frequently traded bonds, historical trading activity may provide a good approxima-
tion of a bond’s future traded volume once it trades. However, for infrequently traded bonds,
historical trading activity may be both sparse and not representative of potential traded vol-
ume. Using the historical trading activity of similar bonds can help to infer a bond’s next
day traded volume. Each bond can be characterized by a set of bond features (e.g., amount
outstanding, time to maturity) and recent trading activity. Bonds with similar characteristics
and similar recent activity likely have similar future traded volumes.

Historical volume data alone do not fully capture a bond’s potential tradable volume.
Drawing on secondary market data provides insight into dealer inventories (e.g., “axe” or
dealer run data), revealing that dealers often post their inventory and their bid prices, almost
by definition, assuming that a trade did not yet occur but could have occurred. This approach
to modeling assumes that inventory postings serve as an indication that the bond could actu-
ally have traded if an investor decided to hit the bid or offer, thus significantly increasing the
average estimate for tradability. The trade volume observed in fixed-income securities is often
smaller than the inventory that could possibly trade. Referred to as latent liquidity, volume
forecasts based on observed trading data, on average, provide only a lower boundary of what
could possibly trade. When estimating days-to-trade, market volume refers to the amount of
securities that are available to sell close to fair value (i.e., at or around the bid price).

For securities with large variance in daily observed trade volume, this can translate into
large variance in the estimates for time-to-liquidation. To better account for this, the dis-
tribution of daily traded volume can be modeled to quantify the uncertainty in estimating
liquidity. For example, latent liquidity can be approximated as a tail estimate, pointing to the
90th percentile of the ADV distribution. This allows the security specific range to be quan-
tified between the average daily volume and the more optimistic tail of what is occasionally
observed as tradable, possibly at a premium. Put together, such an approach allows the uncer-
tainty of estimating liquidity to be quantified by providing a range for time to liquidation.
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EXHIBIT7.6 Fixed-Income Bond Latent Liquidity
Sources: BlackRock, FINRA TRACE.

Exhibit 7.6 demonstrates the observed daily traded volume over a 180-day period for
an individual corporate bond. This illustrates that the ADV is a conservative measure for
liquidity when the variance of observed trading volume is significant.

Modeling Transaction Costs A t-cost model uses empirical transaction data, intraday benchmark
prices, and bond attributes to estimate a fixed cost and market impact cost, which varies
depending on the size of the trade. Specific to corporate bonds, the purpose of the model is to
forecast the liquidity, market impact, and t-cost of trading a corporate bond in the secondary
market. The model estimates the t-cost in “price terms.”

The following t-cost model uses a standard functional form where the estimated transac-
tion cost is composed of a fixed cost and a market impact component fitted on empirical data
as well as corporate bond attributes. The market impact component is a function of the trade
notional volume and the estimated ADV, and a regression model can be used to estimate the
coefficient.

Estimated T-Cost = Fixed Cost + Market Impact

(7.3)

; v
= [k; X BAS] + [kz <D XS <T7’ad€ Notional Volume) ]

ADV

where

® BAS denotes percentage bid-ask spread

® ky and k, are regression coefficients

D is the spread duration of security

S is the option adjusted spread of security®

ADV is average daily volume from the most recent version of the ADV model
y controls the shape of the market impact

The primary purpose of a t-cost model is to estimate the expected realized cost of a trade,
which is expressed as the implementation shortfall against the order arrival price benchmark,
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or the price in the market at the time the trade order was placed. The implementation shortfall
is defined as the percentage difference between traded price and benchmark prices.

Implementation Shortfall = sign X (Traded Price — Benchmark Price)/
Benchmark Price x 10,000 (7.4)

where

® sign =1 for a buy order and -1 for a sell order
® Benchmark Price is defined as nearest intraday mid-price at least 5 minutes before the
trade

Since the time difference between the execution time and the previous end of day can
be several hours, measuring implementation shortfall (with previous end of day prices) as
benchmark prices can potentially result in a large return component. The explanatory vari-
ables chosen to predict t-cost include implementation shortfall, so the return component adds
noise to the end t-cost figures. To minimize this impact, intraday benchmark prices that are
sometimes available 5 minutes prior to the execution time can be utilized (when available).
The use of a pre-trade benchmark price is considered good practice as it is more difficult to
manipulate.

In this example, the model leverages a linear regression to predict t-cost based on
fixed cost and market impact. The subscripts i and # indicate that the trades are bond- and
time-specific.

Implementation Shortfall; ,

= [kl X BASi,t] + kz X Di,l‘ X Si,l‘ X <

ADV,,

Trade Notional Volume, ,\"
’ > +&;, (7.5)

To compensate for the mass of small odd-lot trades, observations can be weighted in
the ordinary least squares (OLS) regression by the US dollar amount traded. In this case, the
t-cost model is specified to follow the canonical square root shape for the market impact term.
There is a vast body of literature in the equity domain supporting this functional form, which
is consistent with the trader “rule-of-thumb” that trading one day’s volume costs roughly
one day’s volatility. In a paper by Sommer and Pasquali (2016), the authors summarized
the main theoretical and empirical results, which show that square-root-shaped models can
be attributed to market microstructure arguments that generally apply similarly for OTC
dealer markets. Accordingly, this opens the path for a liquidity analytics framework that is
consistently applicable across asset classes, which enables a data driven quantitative liquidity
risk management practice.

Similarity and Localization of Models Analyzing volume and price data at the individual security
level is critical for traders and for liquidity optimization (see Section 7.8.3), as it helps to pro-
vide a more accurate measure of security-level price and volume data than a model based on
sector-level data. To address this need for single-security accuracy, models can be calibrated
based on observations of a cohort of similar instruments rather than on the broader sector
universe. This can be achieved by overweighting trade observations of fungible securities to
maximize the relevance of data at the expense of a reduced number of observations. Develop-
ing a “security similarity model” can help to identify securities that share the same liquidity
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properties as a specified target security, which can be incorporated into asset liquidity and
t-cost models.

As an example, given a target security, the model would return a list of similar securities
based on user constraints, where similar securities can be broadly defined as those that are
“close” or “fungible” to the target security with respect to bond characteristics. Similarity
is defined relative to defined “objectives” (e.g., OAS, duration, yield, bid-ask spread). Given
these objectives, similarity between any two bonds can be expressed (on a scale of 0-1) based
on a set of security characteristics (e.g., industry, sector, country) using machine-learning
techniques (i.e., cluster analysis, tree-based approaches, and neural network approaches). In
the paper’ by Jeyapaulraj et al. (2022), the authors propose a supervised similarity learning
framework for corporate bonds.

There are several potential use cases for this type of analysis, including but not limited
to the following;:

= Identifying alternative similar securities where it may be easier to source liquidity

® Providing pricing for illiquid securities where there may be little to no observable data

m Replacing heuristics-based sector categories broadly used in portfolio management by
more dynamic data-driven cohorts of similar instruments

7.8.2 Modeling Redemption-at-Risk

Let us now turn our attention to the “demand” for liquidity that arises when fund investors
submit redemption requests for timely (typically but not always daily) redemptions. The
empirical characteristics of this demand for liquidity defines the redeemable liability that
needs to be supported by the fund’s assets. Understanding and properly managing this liabil-
ity is of particular importance for collective funds with multiple investors, some of whom may
be redeeming, while others are subscribing, and yet others are just remaining in the fund. Ide-
ally, all three categories of investors are being treated equitably, which depends upon, among
others, a thoughtful liquidity-aware portfolio management process.

A good starting point in modeling redemption risk is to measure worst-case redemptions
based on historical fund flows (e.g., 99 % worst-case 5-day flow over the life of a fund) using a
historical “redemption-at-risk” (HRaR) approach. HRaR is a calculated metric based solely
on a fund’s historical flow and NAV data.

The goal of developing forward-looking “predictive” redemption-at-risk models is to
generate signals to help risk managers and portfolio managers anticipate potential large
redemptions and proactively adjust positioning to efficiently meet extreme fund flows.
While using historical data helps to provide some basis for anticipating forward redemption
behavior, historical data do not necessarily “predict the future.” As such, forward-looking
redemption-at-risk models need to be deeply grounded in macroeconomic data.

In practice, modeling redemption risk is challenging given that some funds may not have
experienced outflows historically (e.g., new or rapidly growing funds) and fund redemp-
tion behavior may be driven by idiosyncratic fund features (such as investor profile and
type of mandate). In addition, for asset managers relying on external platforms to distribute
funds, accessing transaction level flows and fund investors” attributes required to fully model
idiosyncratic redemption behavior can be difficult. Specifically, the limited observability of
granular redemption data is particularly challenging: many mutual funds are primarily dis-
tributed by numerous third parties to retail or small investors who can potentially generate
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thousands of daily subscriptions and redemptions for each fund across all of the distribu-
tors. The ability to extract predictive information that drives these flows may be impeded
by that information not being made available to the fund manager by the distributors. As a
result, flows may only be captured at the aggregate level and, thus, do not provide granular-
ity into the characteristics of the flow (i.e., a single investor versus a platform). Finally, large
flow events that result in significant redemptions are typically rare, which presents a mod-
eling challenge when trying to identify patterns that contribute to extreme behaviors from
historical experience.

Typically, large outflows are the result of systemic flows (explained by a combination
of sector-level flows and macroeconomic factors) as well as idiosyncratic flows (the result
of idiosyncratic investor behavior, competitors’ performance, discretionary flows, or other
event-type risks not observable solely from flow data, such as, insider trading scandals, key
personnel departure, etc.). Over the last 30 years, firms or funds that have experienced stressed
redemption events were due to extreme events, investment losses/performance issues, regu-
latory sanctions, reputational issues, or organizational changes, among others, which under-
scores the challenge of modeling idiosyncratic flows.!°

Machine-learning-based models attempt to forecast potential investor redemptions by
leveraging historical data on realized redemption and subscription requests made by mutual
fund investors. These models aim to provide an estimated statistical upper bound on likely
redemptions over a given time horizon based on available historical data. These forecasts
can subsequently contribute to managing the risks faced by open-end mutual funds and, in
particular, can provide insight into liquidity risk by relating observed portfolio redemptions
to information about potential future redemptions and enable portfolio managers to pre-
pare for these potential demands. Machine-learning techniques can be appealing given high
dimensionality and nonlinearity in the data. However, limitations in data availability and
quality present challenges in effectively implementing and applying forecasted redemption
risk models.

7.8.3 Modeling Liquidity Optimization

Fund liquidity risk management can be viewed as an optimization problem, where portfo-
lio managers must balance the risk-and-return implications of a portfolio’s asset liquidity
profile and cash reserves versus expected liquidity obligations. Because the fund shares are
redeemable in whole or in part on a daily business day basis, there is a risk that redemptions
can be large relative to the size of the fund. Being cognizant of various constraints, such as
market capacity, transaction costs, time to access liquidity, and maintaining the appropriate
risk profile, a portfolio’s liquidation surface can be derived using optimization techniques,
which is further explored in Chapter 8.

To meet redemptions under varying market environments, portfolio managers need to be
able to access liquidity at the portfolio level. This requires a contemporaneous understanding
of the ability and timeliness of extracting cash from each fund. Fortunately, portfolio man-
agers have various means to access liquidity beyond a simple pro-rata liquidation of portfolio
assets. Some portfolios explicitly choose to maintain a particular level of cash or ETFs to facil-
itate unlikely large redemptions. There are, necessarily, trade-offs to be managed, including
market capacity, transaction costs, time to access liquidity, and the degree to which non-pro-
rata asset liquidations can be permitted to distort a portfolio from its desired risk profile. At
the same time, if a portfolio manager liquidates pro-rata assets quickly to avoid taking on
market risk, the resulting transaction costs may be excessively high. On the other hand, if
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EXHIBIT7.7 Liquidity Optimization—Balancing Risk Profile, Liquidation Time, and Cost
Source: BlackRock. For illustrative purposes only.

the portfolio manager seeks to limit transaction costs, he or she may space out trading over
several days, increasing the market risk to these transactions.

Exhibit 7.7 shows the liquidation profile of a hypothetical corporate bond fund, reflecting
the interplay of time, cost, and risk constraints. In the example, given a simulated high-yield
corporate portfolio with $20 billion in AUM, a portfolio manager hypothetically needs to
raise $1 billion in cash. If he or she decides to sell pro-rata and fast, a much higher cost
of liquidation is incurred when risk constraints or liquidation time are relaxed. Changes in
market (liquidity) conditions are reflected as transformations of the surface. The example can
be extended to incorporate further constraints, such as tracking error, regulatory liquidity
thresholds, and the like.

To further demonstrate liquidating a portfolio using optimization, we illustrate how this
can be formulated more formally as an optimization problem. Let us assume that a fund
comprises securities x; with market value 7; and notional value #,. Each security belongs to a
unique market sector S;. If the portfolio manager needs to fully or partially liquidate the fund
over a period of time by selling a fraction p,, of each security on a given day, , the following
relationship must hold:

Find the optimal liqudation schedule p;, such thatp;, | <p;, <1

in order to maximize Zpi’tm,- subject to constraints (7.6)

1

Liquidations
In order to achieve a full liquidation, a portfolio must apply this relationship to consecutive
days until the fund is fully liquidated (i.e., until V; : p;, = 1).
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If actual or expected redemption obligations are added as a constraint, such as allowing
Y.i.Dism; to be fixed for a specific value v on a given period (e.g., $300M in 3 days), a cost
efficient liquidation schedule can be determined to meet this redemption scenario.

ADV

For securities with a decent ADV model, security 7 has an average daily volume volume v; and
a participation rate!! 7; (defined at the sector level). For these securities, we can constrain the
liquidation schedule by the tradable amount, and the following applies:

pi’tmi S Uirj (7.7)

Market Sector Capacity
In the OTC fixed-income markets, large, simultaneous sales of similar paper (e.g., distinct
issuers from the same sector) can quickly saturate the market’s capacity and keep the market
from absorbing more of these securities. This can be incorporated into the optimization prob-
lem by formulating an additional constraint. For securities that belong to a sector S; with an
estimate of capacity ¢;,:

Z pigm; < ¢y (7.8)

IES/'

Fixed Time Constraints

Certain securities cannot be liquidated without a time lag, in days, d;. For example, monthly
trading mutual funds do not generate liquidity until 20 days after a redemption request has
been submitted. Similarly, IPO lockups cannot be traded until some date in the future. For
these securities, the following constraints apply:

pi,t = O fOI’ di <t (7.9)

Risk Constraint

Well-managed portfolios have specific risk constraints, such as being within a specific risk
range or below a threshold, which can be presented as R. For example, for index funds,
the tracking error must typically be below the defined number of bp. The level of this risk
constraint can be set accordingly:

Z[(l - Pl"t)ni - bl][(l - pl"t)ni - bz*]COUl"]‘ S Rz (7.10)

i

The benchmark position in a security is represented by b;. Note that for absolute return
funds, b; = 0. Note that the sum should be across the union of all securities in the benchmark
and portfolio.

Other meaningful optimization constraints can be included, such as cash utilization,
tracking errors of the fund, leverage constraints, compliance constraints, etc. By incorporating
liquidity analytics and data, a portfolio manager is able to attain more meaningful portfolio
allocation/liquidation schedules and can balance a fund’s risk profile with liquidation time
and cost.

In practice, integrating liquidity analytics into an optimization framework presents sev-
eral challenges as it requires a higher degree of accuracy of model inputs, broad coverage of
consistent liquidity analytics across asset classes, and additional constraints on the functional
forms of the models with respect to computational efficiency.
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7.9 CONCLUSION

Following the 2008 Global Financial Crisis, there has been considerable market and
regulatory focus on liquidity risk along with a shift in the structure of the bond market.
The Pandemic scare of 2020, along with idiosyncratic liquidity issues for a number of
funds—caused by fundamental lapses in basic governance, valuation, and liquidity risk
management—continue to serve as a reminder that there is no substitute for diligent and
effective risk management and fund manager judgment.

Effective risk management requires constant portfolio oversight and ongoing enhance-
ment to investment risk management practices. Liquidity risk has required asset managers to
improve their liquidity risk management frameworks to align with increased regulation as
well as industry best practices. This includes the introduction of improved liquidity datasets
and analytics as well as prudent liquidity targets and surveillance tools. The latter are designed
to ensure portfolio managers and traders effectively manage short-term, unexpected redemp-
tions as well as sustained redemptions. In addition, portfolios need to be reviewed to ensure
that available “back-up” tools (such as redemption gates, temporary borrowing facilities,
etc.) are operationally available to help meet redemptions during adverse market conditions
or idiosyncratic issues affecting individual funds.

While these advancements have markedly improved the ability to forecast and manage
liquidity risk in a consistent fashion across asset classes, this is just the beginning, and much
more work is to be done to improve liquidity modeling, analytics, and oversight. Our under-
standing of liquidity is still rather limited. Paraphrasing Smith (2008): Liquidity is like oxygen.
You only become truly aware of its absence.

NOTES

1. See BlackRock’s July 2015 ViewPoint, “Addressing Market Liquidity,” for additional types of lig-
uidity risks.

2. While the term portfolio manager refers broadly to the execution of an investment strategy for a
bundle of securities, we use the term fund manager in this chapter. Specifically, the type of portfolio
we are dealing with is a collective vehicle, typically a mutual fund, which has additional burdens
other than portfolio management.

3. This section was derived from the Next Generation Bond Market: https://www.sec.gov/spotlight/

fixed-income-advisory-committee/blackrock-next-generation-bond-market-fimsa-011118.pdf.

. This does not represent an exhaustive list of factors considered in assessing fund asset liquidity.

5. MSRB, Federal Reserve, FINRA, SIFMA, S&P Moody’s, World Federation of Exchanges, as of
12/31/21.

6. Permissible extraordinary measures by jurisdiction of fund type are based on October 2020 policies
and regulations.

7. In November 2022, the SEC proposed regulatory changes to open-end fund liquidity frameworks,
including requiring mutual funds to use swing pricing. The proposal would also require a “hard
close” for relevant funds, meaning that investor orders would need to be received by the fund, its
transfer agent, or a registered clearing agency by the time of the fund’s pricing to receive that day’s
price. A final rule is pending as of January 2023.

. In other chapters of this book, we refer to S as OAS.

9. Jeyapaulraj et al., 2022.

10. Full list of firm and fund closures, large outflows, and related events in the asset manage-
ment industry available here: https://www.blackrock.com/corporate/literature/publication/fsb-
structural-vulnerabilities-asset-management-activities-092116.pdf.

11. Refer to section 7.4.1 for additional details on participation rate.
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8.1 RISK MEASUREMENT VERSUS RISK MANAGEMENT

According to the Merriam-Webster Dictionary, to “hedge” means to “protect oneself finan-
cially by a counterbalancing transaction” or “evade risk of commitment.” In finance, hedging
is the process of trying to reduce the market risk of a portfolio by buying or selling hedge
instruments from a given set of securities (hedge universe). In general, many possible combina-
tions of hedge instruments (hedging strategies) can reduce the systematic risk of a portfolio to
a specified level. Therefore, the goal is not to merely identify a hedging strategy that decreases
risk in a portfolio to a given risk level, but to do this in an optimal fashion. For a hedging
strategy to be optimal, it must be cost-effective, intuitive, stable in different market environ-
ments as well as through time, and executable, that is, feasible to implement in practice. The
complexity of identifying optimal hedging strategies lies in balancing the hedger’s risk-return
preferences and market constraints.

Financial disasters have illustrated the crucial importance of hedging. Yet hedging, while
reducing potential losses, limits potential gains and may also create substantial model risk.!
Thus, if parametric measures are inaccurate because of biased interest rate sensitivities, pre-
payment forecasts, and the like, or if historical correlations and volatilities are forecasting
poorly, hedging may fail. In extreme cases, hedging may even make positions and returns
more volatile.

In order to think about hedging, consider the following assumptions:

® Rational economic behavior. For a given level of expected return, investors are assumed
to prefer less risk to more risk. Conversely, for a fixed level of risk, they prefer more
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return to less return. Given the portfolio holder’s preferences, an optimal portfolio can
be determined.

® Availability of accurate quantitative measures of risk and return. Investors can estimate
both risk and return of any security, portfolio, or portfolio vis-a-vis its benchmark.

® Hedge universe. The hedge universe is assumed to be sufficiently broad to cover most of
the systematic risk in the original portfolio or position.

Conceptually, the task of finding the most appropriate hedge is a portfolio optimization
problem. Thus, reduction of risk and enhancement of return can typically be formulated in
terms of objective functions, whereas numerous portfolio and market limitations can usually
be represented as optimization constraints.

® [nvestment guidelines. Asset management mandates are typically governed by investment
guidelines that determine return objectives of the assignment and ensure that the portfolio
is managed according to the client’s risk preferences. Some portfolios may be explicitly
prohibited from owning particular security types or shorting certain asset classes, while
other portfolios may have various cash, position size, and asset allocation limits. These
investment guidelines must be translated into the language of optimization constraints.
For instance, implementing a hedge on a portfolio with no allowed leverage implies the
market value of the hedge must be constrained to be less than the total amount of cash
currently available in the portfolio. On the other hand, if a portfolio is not allowed to
short instruments, hedge optimization should be allowed to only sell securities that are
currently held in the portfolio.

® Market constraints. When solving for the optimal hedge, numerous market considera-
tions must be accounted for, including liquidity, relative value, and other factors. Thus,
the portfolio managers’ expectations that certain securities are likely to out- or underper-
form the market in the future also need to be taken into account, along with knowledge
that large transactions in certain securities are likely to move the market,?> widening
bid-ask spreads and increasing hedging costs. Therefore, the active involvement of
traders and portfolio managers in hedge instrument selection is especially critical.
Hedging is not a purely scientific process!

As is the case with most investment activities, effective hedging must rely on the syn-
thesis of financial modeling and subjective judgment. Success in finding the optimal hedging
solution is therefore contingent on the hedger’s ability to translate the risk-return preferences
and relative value assessments into the parameters of the optimization problem. Thus, hedge
optimizations should be formulated in a flexible enough way to allow for extensive interac-
tions with the hedger. The optimal hedge is the one that best matches the goals of the hedger.
Technology platforms and the underlying analytical methodologies that construct optimal
hedges are merely tools that allow hedgers to explore the alternatives and more effectively
search for trade-offs between their objectives and market constraints.

Finding the optimal hedge is a complex iterative process that combines mathematical
modeling and market judgment. This chapter illustrates how to use quantitative portfolio
construction methodologies to achieve that goal.

Previous chapters have discussed (1) various dimensions of market risk, (2) probability
distributions of systematic risk factors, and (3) different risk measures. However, risk mea-
surement is not risk management: the mere ability to quantify risk embedded in fixed-income
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securities and portfolios does not protect one from financial catastrophes. Practical yet
theoretically sound approaches to explicitly reduce market risk to a predefined level in a timely
manner are required. The task of hedging exposures to potentially hundreds of interdependent
systematic risk factors via back-of-the-envelope-type computations is, in many cases, virtually
impossible. Complex hedging problems that lend themselves to formal objectives and con-
straints can best be solved via portfolio optimizations—techniques that formalize and balance
trade-offs between risk and other investment objectives with market constraints. Portfolio
optimization is a powerful tool that allows portfolios to be engineered for a variety of reasons;
hence, it is not specifically aligned to only one of BlackRock’s Investment Risk Management
Paradigm (IRMP) pillars. For example, it could be used as a tool to help actively measure
risk. It could also be used as a tool to help actively adjust the levels of risk and exposures.

8.2 TYPICAL FIXED-INCOME HEDGES

Hedging objectives, as well as the type of market risk embedded in a security or portfolio,
determine the appropriate hedge instruments. Hedges can be used to optimize performance,
mitigate portfolio risks, and improve a portfolio’s convexity in an adverse market scenario.
The universe of fixed-income hedge instruments has evolved and includes the following;:

= Interest rates
m Risk-free rates across currencies (i.e., Gilt, Bund, and Treasury nominal cash securities
and their associated futures and options)
m QIS curve hedges
= Alternative Reference Rate products (LIBOR benchmark replacements, which include
SOFR, SONIA, and ESTR)
® Swap spreads (across multiple curves including OIS and new alternative reference rates)
= Options on swaps curves (swaptions)
® Credit products
® CDX & iTraxx indices, tranches, and options
= Sovereign CDS
= Single name CDS
= Currencies
® FX forwards and options
® Forward volatility agreements
® Commodities
= Energy, metals, inflation futures, and swaps

To determine which hedging instruments are appropriate, the hedger first must have a
comprehensive understanding of the portfolio’s objective and underlying risks. By decom-
posing the risks, hedges can then be applied purposefully. The application of a hedge can be
constructed by considering a wide range of asset classes to mitigate risk for diversified portfo-
lios and maximize hedge effectiveness, which is a gauge of how well the intended risks will be
offset. Once a set of hedges have been identified, the hedger should conduct various analyses
to identify the correlations between the risks and hedges to isolate risks. Finally, by applying
a relative value volatility framework, hedgers can identify the most appropriate hedge based
on a combination of risk offset and pricing.
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To demonstrate this process, consider a fixed-income portfolio that contains mortgages.
As illustrated by Exhibit 8.1, a mortgage-backed security has several inherent risks that can
be substantially mitigated through hedging. In this case, by applying a pay-fixed swap and
long options exposure via swaptions, the hedger mitigates interest rate and “swap spread”
risk, convexity risk, and volatility risks. At the end, the hedger is left with the risk he or she
is happy to bear or simply cannot hedge—mortgage prepayment risk, i.e., the uncertainty of
when the mortgage-backed security will pay down its principal amount.

Adverse tail risk events can have a negative impact on any portfolio but can potentially
be catastrophic for portfolios with concentrated risk. Hedging provides solutions to isolate
risk and protect a portfolio against adverse market conditions.

Other hedging considerations to be aware of include the following:

1. Hedging can only reduce residual risk; the only perfect offset is to sell the asset itself.

2. Exposure to model risk changes as volatilities and correlations change or underlying
probability distributions change.

3. Option risk metrics change as positions age.

4. Hedge effectiveness can be optimized, in some cases, via active management and mone-
tization of the positions themselves.

The remainder of the chapter focuses on using hedges for portfolio optimization.

Go long agency + Simultaneously = Isolate prepayment
mortgages apply hedges* risk

Mortgage bond
inherent risks*

Long
Duration and
Spread
Duration

Pay Swap
(Sell
Duration)

Short
Volatility
Duration

Buy 3y10y
Swaption

Long
Prepayment
Risk
(embedded
short option)

Prepayment
Risk

Removes
Removes Volatility Risk
Interest Rate Longer-dated
and Spread options have

° greater implied
(LIBOR) Risk volatility (or

vega)

* Hedges are approximate

EXHIBIT8.1 Applying Hedges to Isolate Risk
Source: BlackRock. For illustrative purposes only.
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8.3 PARAMETRIC HEDGING TECHNIQUES

Similar to many risk measurement methodologies that estimate risk of fixed-income portfo-
lios by approximating price changes using Taylor series expansions (Chapter 2), traditional
approaches to hedging utilize various parametric measures in trying to reduce market expo-
sures in one of several dimensions. For most fixed-income instruments, whose returns are
reasonably highly correlated, parametric approaches to hedging described here are practi-
cal and effective. However, these techniques may become inadequate in more general cases
when no assumptions can be made about the high correlation among returns on the original
portfolio and those on its hedges (Section 8.4).

The simplest approach to risk reduction, delta or duration hedging, is widely used both
in option pricing theory as well as in practice. Hedging exposure to small parallel changes in
the yield curve is the most typical use of duration hedging in fixed-income markets. Because
it uses option-adjusted duration, this technique provides effective protection against small
parallel changes in the yield curve but may fail to address the risk associated with large or
nonparallel interest rate movements.

Consider a fixed-income portfolio with market value V, and option-adjusted duration
OADy5. By using duration to hedge the interest rate risk of this portfolio, one degree of free-
dom is assumed, and therefore, a single hedge instrument is required. Suppose that the selected
hedge instrument has the price Py; and duration OADy;. Hedging requires estimating the
proper size in this security (i.e., unknown face value Fp) that would offset the interest rate
risk to the first-order approximation. For both the portfolio and the hedge instrument, use
Equation 2.24 to write the first-order approximation of price changes for a given parallel
yield curve movement:

AVp = —OADp - Vp - Ar (8.1)

and

where AVp and AV are changes in the market values of the portfolio and the hedge instru-
ment, respectively, and Ar is an arbitrary parallel change in the spot curve. To hedge the
portfolio for any parallel interest rate movement is, by definition, equivalent to determining
the face value Fy; of the hedge instrument such that any change in the portfolio’s market value

is offset by the equal in magnitude but opposite in sign change in market value of the hedge
instrument, 1.e.,

AV, = —AVy (8.3)
Combining Equations 8.1-8.3 yields:

or equivalently,
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The expression given by Equation 8.5 is typically referred to as matching dollar durations.
Solving for Fy yields:
OAD, -V

Fy=———-1tF 8.6
H™="0AD,, - Py, (8.6)

Despite the fact that duration hedging does not require application of numerical methods,
it possesses all the properties of a hedge optimization problem. The analytical solution is
simply due to the fact that matching dollar durations has only one degree of freedom. The
optimality of this solution can be judged via the properties of the hedge instrument, including
its duration drift (and, hence, rebalancing costs), relative value, liquidity, expected return,
and so forth. In the case of duration hedging, the numerous considerations that determine
optimality of the hedge are implicit in the selection of the hedge instrument.

The multivariate analog of duration hedging involves simultaneous risk reduction along
several dimensions and is typically formulated in terms of partial durations. Similar to the pre-
vious example, consider a domestic fixed-income portfolio with a market value Vp. Assume
that the market exposure of this portfolio to 7 + 2 systematic risk factors can be described
(to the first-order approximation) by the following vector of partial durations:

Exposurep = krd, p, ..., krd, p, Vol Durp,Spd Durp (8.7)

where {krd, p,...,krd, p} are the portfolio’s key rate durations, Vol Duryp is volatility dura-
tion, and Spd Durp is spread duration. In order to exactly match all # + 2 systematic expo-
sures of the original portfolio, an equal number of hedge instruments is needed. Each of these
securities is characterized by a vector of market exposures as well:

Exposure; = krdy ;, ..., krd,, ;, Vol Dur;, Spd Dur, (8.8)

n,is

The exact hedging of all # + 2 individual exposures is equivalent to solving the following
system of linear equations:

krdyp- Vp Exposure, g F,
krd,p-Vp |=- e N (8.9)
Vol Durp - Vp
Spd Durp - Vp Exposure,,,, F,.»
where Fy,...,F,,, are the unknown face values of the hedge instruments that are to be

determined. In the vast majority of practical situations,> the system of linear equations in
Equation 8.9 has a unique solution.

In hedging various market exposures, parametric risk measures other than partial
durations can be employed as well, including scenario option-adjusted values (OAVs),
option-adjusted convexities, and key rate convexities. While writing analogs of Equation 8.9
for these cases is straightforward and left to the reader, note that simplistic parametric
approaches to hedging that attempt to account for the nonlinearity of value surface
frequently result in unstable and nonintuitive hedges.

Although a multivariate methodology that focuses on matching multiple partial durations
is better than one-dimensional duration hedging, it is not always effective. Firstly, hedging
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strategies calculated as exact solutions of systems of linear equations (Equation 8.9) do not
account for transaction costs, making them notoriously unstable. As a result, these strategies
may not only require frequent rebalancing but may also lead to excessive transaction costs.
Secondly, other risk factors, such as sector or industry exposures, may contribute to the over-
all portfolio risk. In this case, focusing on duration hedging via Equation 8.9 may lead to
amplification, rather than reduction, of the resulting portfolio risk.

Finally, an investor may have additional requirements for portfolio construction. In this
case, hedging risk becomes just one of the competing portfolio objectives. For example, if
complete hedging will result in higher trading costs or insufficient hedging instruments are
available, the investor may settle on a partial hedge. In this case, the determination of the
best portfolio construction strategy cannot be addressed by solving Equation 8.9. Instead, it
becomes an optimization problem, which is further discussed in the next section.

8.4 GENERALIZED APPROACH TO HEDGING

While effective in constructing simple hedging strategies, the techniques presented in Section
8.3 have only limited capabilities. In addition to risk hedging objectives, the hedger often
needs to consider other goals and constraints, such as liquidity, internal fund policy, and reg-
ulatory requirements. This, in turn, requires hedgers to have greater flexibility in representing
their objectives by incorporating market-driven and other portfolio level considerations in the
language of hedge optimizations.

What is the goal of hedge optimization? Hedge optimization attempts to translate the
hedger’s preferences into the language of mathematics, incorporating market knowledge so
that the resulting solutions are intuitive, cost-effective, executable, and stable. In the end,
however, successful fixed-income risk management relies heavily on the hedger’s ability to
make conscious and rational trade-offs. As a result, hedging to manage risk requires a syn-
thesis of rigorous modeling and subjective market-based judgment.

This section presents various applications of risk hedging, including exposure hedging,
benchmark risk, and stress scenario hedging. These use cases can be described within the
framework of constrained portfolio optimization.

8.4.1 Hedying as Constrained Portfolio Optimization

In this section, the various stages of hedging are considered in detail. In the first stage, the
hedging target or objective must be clarified and expressed mathematically. In the case of
exposure hedging, targets are typically formulated in terms of desired risk characteristics of
the hedged portfolio, such as total duration, various partial durations, OAVs, convexity, etc.
The hedger can also incorporate other state-dependent outcomes that focus not on average
portfolio properties, but rather on tail risk measures such as Value at Risk (VaR), conditional
VaR, and so forth. The goal of hedging, therefore, is to determine the optimal combination
of hedge instruments, namely, the ones that bring the risk parameters of the hedged portfolio
as close as possible to those of the target.

The second stage involves formalizing the various investment preferences and utilities
as objective functions and optimization constraints. This includes identifying market risks,
hedging costs, and other penalties that are subject to minimization as well as measures of
expected benefits that are subject to maximization. The corresponding characteristics, such
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as risk and cost, have to be modeled not only for the original portfolio but for all of the
instruments in the hedge universe as well.

However, models may be insufficient for defining an effective and meaningful objective
function. Rather, this knowledge must be supplemented with information about the relative
importance of various optimization goals to the hedger. For instance, a hedger may believe
that in order to achieve his or her objectives, it is more important to minimize tracking error
rather than minimize the up-front hedging costs. (Note: Relationships of this kind can be
obtained heuristically and subsequently formalized.)

Finally, the third stage of hedging calls for a rigorous yet flexible mathematical formula-
tion of the hedge optimization problem. Besides being an effective tool for dealing with the
explicit goal of risk reduction, hedging can be formulated as a constrained portfolio opti-
mization approach that enables the hedger to combine effective risk management with other
investment objectives.

As emphasized earlier, developing the most appropriate hedge is a complex and iterative
decision-making process. By varying the relative importance of different optimization objec-
tives, like balancing efficiency and cost of hedging, the investor can investigate the impact of
various trade-offs and arrive at the solution he or she deems optimal. Examples are provided
to illustrate these points later in the chapter.

In the next section (Section 8.4.2), mathematical formulations for several common port-
folio construction approaches are presented. While they are all based on portfolio opti-
mization, each focuses on different use cases involving risk hedging. In Section 8.4.3, these
quantitative techniques are illustrated using two examples. The first example deals with a
risk-controlled environmental, social, and governance (ESG) tilting in a fixed-income bench-
mark replicating portfolio (Section 8.4.3.1). The second example focuses on reducing the
potential negative impact of a stress scenario on portfolio performance (Section 8.4.3.2).

8.4.2 Mathematical Formulation

Two groups of models are commonly used in defining portfolio optimization objectives to
achieve optimal risk hedges:

1. Models of market risk
2. Models of cost associated with hedging

Models of Market Risk: A variety of methodologies exist for dealing with differ-
ent aspects of systematic market risk in fixed-income portfolios. Thus, the exposure to
movements of default-free interest rates can be measured via option-adjusted duration
and convexity, key rate durations, principal component analysis, interest rate scenario
analyses, variance/covariance, VaR, and the like. On the other hand, prepayment durations,
mortgage/treasury basis durations, coupon and OAS curve durations, spread durations, and
volatility durations can be used to estimate the first-order price sensitivity to a variety of
basis risks. Finally, VaR presents the overall exposure to interest rate, basis, and currency
risks as one summarized measure.

Multifactor risk models have become the most common approach to measuring the mar-
ket risk of fixed-income securities. These models* incorporate a collection of risk factors that
are most important for fixed income, such as duration and credit spread, as well as other
risk factors, such as inflation proxies and industry exposures. In this section, multifactor risk
models will be used to illustrate various portfolio construction methodologies that may be
employed for optimal hedging.
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Models of Cost: Hedge optimizations that do not consider hedge cost are usually unre-
alistic since large quantities of hedge instruments can seemingly be bought and sold without
penalty to improve the objective function; such hedges are impossible to implement in prac-
tice. To ensure that the sizes of the proposed hedges are feasible, a transaction cost objective
must be defined. Transaction cost (t-cost) models for fixed-income securities were discussed
previously in Chapter 7, in the context of a liquidity risk management framework. In their
most common form, these models incorporate two main drivers for trading costs. The first
driver—the linear component of trading costs—is characterized primarily by bid-ask spreads,
which are assumed to scale linearly with trade size. The second driver measures the effects of
trading on the price—namely the price response to large trades—which is the market impact
transaction cost component. As a result, the cost of trading in larger sizes becomes progres-
sively higher and causes a nonlinear dependence of trading costs on the trade size.® These cost
penalties measure the immediate trading cost of establishing the hedge and do not measure,
for example, the cost of carry associated with alternative hedging strategies, which will be
addressed later in this chapter.

In the next subsections, we describe how these models become integral components in
optimization-based hedging strategies. To illustrate, several common investment objectives
were selected, which include exposure hedging, managing a portfolio to a benchmark, and
limiting losses under stress scenario conditions.

8.4.2.1 Exposure Hedging When both market risk, reasonably represented by a covariance
matrix with factor loadings, and transaction cost models are available, finding the best hedg-
ing strategy to meet the target can be formulated in the context of portfolio optimization.
Before providing a mathematical description for the hedging optimization problem, the fol-
lowing notations are introduced:

w = a vector of dimension N X 1;

the i-th element of this vector is the weight in the portfolio of security i (where
i=1,...,N) for the N assets in the universe (which includes both portfolio hold-
ings and available hedge instruments).

w, = a vector of dimension N X 1;

the i-th element of this vector is the weight of security i in the initial portfolio com-
position. Securities that are not present in the initial portfolio have zero weight.

F = factor exposure matrix of dimension N X K;

F;;, is element (i, k) of the F matrix that measures the exposure (sometimes termed
the factor loading or the “beta”) of security 7 to factor k (where k =1,...,K).
In this case, K is the number of factors used to model security returns.

F = a vector of dimension K x 1;

the k-th element of this vector is the target exposure to k-th factor.
Vg = a covariance matrix of systematic risk factors of dimension K x K.
V, = a covariance matrix of idiosyncratic risk of dimension N x N.
Ap = factor risk aversion, a nonnegative scalar penalty on factor risk.

Ag = idiosyncratic risk aversion, a nonnegative scalar penalty on idiosyncratic risk.
Using these notations, the multifactor risk for a portfolio can be expressed as follows:

Risk(h) = w! Vv + (FTw)T V(FTw) (8.10)
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Simply put, the objective of optimization is to identify the hedging instrument weights
based on the portfolio’s holdings. In practice, however, it is common not only to focus on
finding an optimal mix of hedge instruments but to concurrently allow for adjustments in the
portfolio holdings. This is especially beneficial when acceptable changes in original portfolio
positions make the resulting hedge less expensive.

The transaction cost is composed of security-specific linear and market impact terms.
Commonly, it can be expressed as follows:

N

Cost ) < | | b<|wi—w0’i|*PV>q| |> $.11)
~Cost (w —wy) = E aj|lw—wy;|+0;| —— w; —wo, .
P ADV,

where

a; = a linear cost coefficient
b; = a market impact or nonlinear cost coefficient
PV = the total portfolio value
ADV,; = the average daily trading volume for i-th security
q = describes dependence of the market impact on trade size

The objective for hedging can be formally written as a constrained optimization problem
whose goal is to minimize deviation from the target exposures in the presence of the trading
cost control.

In the simplest form, consider a long-only portfolio that has a hedging target based on
factors included in the risk model. The vector of desired holdings » can be computed as a
solution to the following optimization problem:

Minimize, [Ap % (Fw — Fy)T Vi(Fw — F1) + T-Cost(w — w))]
w; >0, i=1,...,N (8.12)

The first constraint is a weight normalization condition that ensures that trading is
self-financed (when no borrowing is required).® The other N constraints enforce a long-only,
or “no short,” condition for the portfolio holdings.

In the absence of a transaction cost control, hedging instruments should be selected to
ensure that these assets are not perfectly correlated with each other. Otherwise, optimiza-
tion will not result in a unique solution. Desired hedging efficiency can be achieved by any
combination of these totally correlated securities as long as the combinations result in the
same net exposure.” The presence of a linear trading cost component in optimization can
break the tie, but only when correlated securities have different trading costs. In that case,
optimization will select the lowest cost hedge and most unique solution. The market impact
component of the transaction cost penalty plays an important role in ensuring unique solu-
tions for hedging in all possible scenarios. Because of its nonlinear form, the market impact
term in the transaction cost model forces the hedger to identify the lowest cost hedge and
diversify across available hedging instruments to achieve the objective.

By varying the risk penalty strength Az and re-optimizing, the hedger can adjust the
trade-off between the tighter tracking of the target exposure and the transaction costs required
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T-Cost AF >>1
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EXHIBIT 8.2 Illustration of the Risk Versus Transaction Cost Trade-Off
Source: BlackRock. For illustrative purposes only.

to reach the solution. Clearly the lowest risk solution (Ap > 1) corresponds to the highest
transaction costs, as demonstrated by Exhibit 8.2 where each point on the curve corresponds
to an optimal solution with a pre-specified risk aversion. The hedger may therefore prefer to
find a portfolio that achieves the closest match to target exposures given the transaction cost
budget.

Alternatively, to identify a specific level of hedging, the initial optimization approach can
be reformulated to minimize trading cost with a hedging efficiency control. In this case, the
optimization objective can be expressed as follows:

Minimize,['T-Cost(w — w)]

(Fw — Fp)TVi(Fw —Fp) < ¢

Zwizl

i

w; >0, i=1,...,N (8.13)

where ¢ is the upper bound for factor volatility of the optimal portfolio with respect to the
hedging target.

Optimization, described by Equation 8.12, requires the portfolio to be rebalanced every
time when hedging provides even slightly more risk reduction benefits compared to the cost
of trading required to achieve them. Equation 8.13 leads to a different investment policy.
In this case, the portfolio rebalance is triggered only when the initial portfolio exposure is
misaligned with the hedging target, such that the volatility constraint is not satisfied. However,
Equation 8.12 and Equation 8.13 will yield the same results at the same risk level.

In practice, the portfolio construction approach to hedge optimization is formulated in
the presence of different constraints. For convenience, these constraints can be classified as
structural, mandatory, or optional.

Structural constraints ensure that the optimization problem is correctly formulated from
a mathematical perspective. As an example, weight normalization can be classified as a
structural constraint, ensuring that optimization will preserve the total portfolio value
and that all trading is self-financed.’

Mandatory constraints reflect the investment policy of the portfolio. A long-only condi-
tion is considered a mandatory constraint, which prohibits the inclusion of short positions
in the portfolio.
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Optional constraints reflect the hedger’s preferences, such as trading restrictions for
portfolio exposures and position sizes, etc. The incorporation of these optional con-
straints in portfolio construction is commonly viewed as either a convenience, to avoid
small nonmaterial trades, or as a protective measure against unexpected market moves
that are not captured by the risk model. It is important for the hedger to calibrate these
optional constraints. Overly tight bounds will require constant portfolio readjustments
and the hedger may not be fairly compensated for that turnover. In the case of market
stress, overly relaxed constraints may not provide sufficient portfolio protection.
Consequently, a hedger needs to find the right balance.

The complexity of the resulting portfolio optimization problem is highly dependent on the
hedger’s choice of constraints. Several of these optional constraints force decision variables
(e.g., portfolio holdings or exposures) to fall within pre-specified ranges. These constraints
preserve convexity of the original problem® and, as a result, are neither computationally
expensive nor difficult to implement using modern optimization packages.!? Examples of
such constraints include the following:

® Trading universe restrictions—only a prescreened set of hedging assets from an available
pool can be included into the portfolio.

® Trade restrictions—no buy, no sell, or no trade lists are specified.

® Trade size restrictions—trades may not exceed perceived market availability for a given
security.

® Factor exposures—constraints placed on maximum deviation in factor exposures, like
KRDs, OAVs, etc., in relation to the target.

Another category of constraints consists of conditions that require a “multiple choice”
or, equivalently, “either-or” formulation. Some practical examples of these constraints for
fixed-income portfolios include the following:

® Minimum trade size condition—each trade size must be either zero or above the
threshold.
® Minimum holding size condition—each position must be either zero or above the

threshold.

® Maximum number of trades condition—number of trades can be either 0, or 1, or 2

or ... but should not exceed user-specified value.
® Maximum number of holdings condition—number of holdings can be either 1, or 2
or ... but should not exceed user-specified value.

® Trade round-lot condition—trading of each security should be in predefined sizes, e.g.,
in increments of $100K of notional value.

These constraints make the corresponding optimization problem nonconvex and support
a multitude of possible solutions. As a result, finding the absolute best solution for hedging
optimization, in the presence of these “multiple choice” constraints, is extremely expensive
from a computational point of view—even with the best available commercial solvers in
today’s market. Consequently, practitioners focus on developing heuristic algorithms that are
capable of building high-quality portfolios that satisfy formal constraints but do not guaran-
tee to offer the absolutely lowest risk solution.
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The portfolio optimization approach described for hedging risk is a common strategy.
However, there are a number of variations to this methodology. The hedger can always extend
the list of objectives besides explicit risk minimization and include control of the portfolio’s
exposure to factors that are outside of the risk model. For example, a corporate bond investor
might want to manage industry exposures based on an alternative industry classification or
allocate capital to bonds with different investment ratings. This goal can be achieved by
adding constraints or penalties on corresponding portfolio exposures to the basic framework
described by Equation 8.12.

Another common extension of the basic optimization model incorporates idiosyncratic
risk into portfolio construction. Inclusion of an idiosyncratic risk control into optimization
leads to the following formulation:

Minimize,[ A * (Fw — FT)TVF(Fw —Fp)+ Ag * wTVSw + T-Cost(w — wy)]

Zwl’=1
w; >0, i=1,....N (8.14)

Now both penalty coefficients (for factor and idiosyncratic risk) are subject to variation.
The resulting trade-off (factor volatility versus idiosyncratic volatility versus trading cost) can
be used to identify the preferred strategy.

In addition to transaction costs, other cost components may be associated with maintain-
ing the hedge. One common example is the cost of carry (CCost), which is typically defined
as the total cost resulting from holding a hedge instrument over the life of the hedge. When
the model is calibrated for the cost of carry, the cost element can be incorporated into the
portfolio construction to make it more realistic and help to differentiate between alternative
hedging instruments. In the presence of cost of carry, the hedge optimization problem can be
expressed as:

Minimize,[CCost™ % w + Ap % (Fw — Fr)T Vi(Fw — Fy) + Ag % w! Vow + y % T-Cost(w — w;))

2w,—=1

1

w;>20, i=1,...,N (8.15)

where CCost is a vector of cost of carry returns for individual securities and y is the weight
of the transaction cost penalty component.!!

Investors can also incorporate a measure of security attractiveness, such as an ESG score,
to find optimal hedges. In this case, a portfolio optimization objective includes maximizing
(good/high) ESG and minimizing risk and transaction costs, which can be written as follows:

Maximizeh[ETu/ — Ap * (Fw — FT)TVF(Fw —Fp)— Ag * wTVSw — v % T-Cost(w — w)]

Zw,»:l
i

w; >0, i=1,....N (8.16)
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In this formulation:

E = a vector of dimension N X 1; the i-th element of this vector is the ESG score for i-th
asset.

In all previous examples, optional constraints, such as asset bounds, factor exposure
bounds, etc., can also be included to accommodate a hedger’s specific investment objectives.
Modern portfolio construction platforms support this wide range of constraints and penalties.
As a result, these platforms offer a broad spectrum of risk hedging portfolio construction
approaches to investors.

So far this chapter has focused on various portfolio construction and optimization
approaches that enable us to target desired hedging efficiency. Next, other common hedging
applications that can also be solved as constrained portfolio optimizations will be discussed.

8.4.2.2 Managing a Portfolio Against a Benchmark In addition to hedging various components of
risk embedded in a portfolio, the previously described approach to hedge optimization is also
used to manage fixed-income portfolios relative to their benchmarks. One particular example
of this investment strategy is often called index or benchmark replication. This strategy is
commonly employed to build a practical portfolio that is similar to the desired index or
benchmark.

For benchmark replication, the optimization objective is to minimize ex ante active risk
with respect to the portfolio benchmark. If there are no trading restrictions or transaction
costs, active risk minimization can be expressed as follows:

Ap % (Fw — wp)) T Ve(Fw — wy)) +
Ag * (w — wy)T Vg(w — wy)

2wl~=l
i

w,>0, i=1,....N (8.17)

Minimize, [

where w), is the vector of benchmark holdings.
Y wy =1 (8.18)

When all benchmark names are easily investable, optimization results in a full bench-
mark replication. However, this is not necessarily a practical solution. In contrast to equity
markets, complete benchmark replication is almost impossible in the fixed-income security
universe due to liquidity constraints and availability limitations. Many bond issues end up
in “bond heaven,” long-term buy and hold portfolios. Consequently, benchmark replica-
tion is commonly achieved in the presence of investable universe restrictions and liquidity
considerations.

In the presence of transaction costs and a maximum number of holdings constraint (for
an example), the resulting optimization objective function can be written as follows:

Ap % (Fw — wp)) T Ve(Fw — wy)) +

Minimize,, As # W —wp) T Vg(w — wy,) + T-Cost(w — w)
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Zw,—:l
Y sw)<M<N

1

w; >0, i=1,...,N (8.19)
where 6(w;) equals 1 if the holding for i-th asset is nonzero and zero otherwise. User-defined
parameter M specifies the maximum number of names allowed in the optimal portfolio. It is
also a common practice to add constraints on individual asset and risk factor exposures to
augment basic risk and transaction cost minimization. These constraints provide investors
with more granular control to construct a portfolio that mimics the benchmark.

A different replication problem is commonly faced by fixed-income exchange-traded fund
(ETF) managers, who also need to specify the security basket composition that will be used
during create and redeem processes. Optimization can be leveraged to solve for these baskets
in a systematic, auditable, and repeatable manner.!?

Index replication methodologies, described in this section, rely on the presence of highly
calibrated risk models. However, what should an investor do in the absence of a reliable risk
model, while individual security parameters, like duration, ratings, OAS, etc. are available?
Clearly, in this case a risk minimization approach is no longer applicable.

For benchmark replication, there is frequent objection to overly relying on risk mini-
mization as described by Equations 8.17 and 8.18. While the overall goal may be to match
exposures at the portfolio level (durations, ratings, or OAS), hedgers may also prefer to match
exposures on a more granular level (security groupings) to avoid unintended biases. For
example, absent a concerted effort, an index ETF portfolio can end up with an unintended
bias with respect to liquidity.

To address these concerns, stratified sampling has been proposed as a non-optimization-
based approach to build portfolios that match a predefined benchmark across a set of user-
specified characteristics.!> While this approach “can do the job,” common implementation is
marked by shortcomings, which are further illustrated in this chapter. First, we will describe
a stratified sampling algorithm and then introduce Optimized Stratified Sampling as a com-
prehensive and robust solution to address conventional stratified sampling limitations.

A conventional stratified sampling heuristic algorithm can be described using the follow-
ing three-step procedure:

Step 1. Select a set of portfolio attributes. For example, select duration and credit rating
as two attributes (A, A,) of importance.

Step 2. Choose a bucketing scheme for all attributes. For example, A, ;) describes bucket
i-th for attribute Ay; if we select e.g., quintiles to bucket A;, then “/” varies between
1and$.

Step 1 and Step 2 create a multidimensional grid. In this example that includes two
attributes and quintile-based buckets, the resulting two-dimensional grid would have 5 x
5 =25 cells.

Step 3. Determine security weights from a universe of available assets such that the result-
ing portfolio weight from each cell closely matches the benchmark. A typical approach
is to “fill in buckets” sequentially by going one-by-one through the list of available
securities.



198 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

Stratified sampling results in a quick solution to an exposure matching exercise. Sequen-
tial portfolio construction, however, makes it difficult to adopt changes to the attribute selec-
tion or to the grid after completing the exercise. In addition, there may be multiple choices
for security selection within each cell of the predefined grid. Thus, the resulting portfolio
is not uniquely specified. Moreover, if a portfolio level attribute—such as liquidity—is not
incorporated in the grid definition, the resulting portfolio may score poorly on this metric.
To address these shortcomings, we can reformulate the security selection process associated
with stratified sampling as an optimization procedure.

Similar to Step 1 and Step 2 of the conventional stratified sampling approach, we propose
using a factor or attribute-based grid definition based on investor preferences. However, the
process diverges at Step 3, by applying a penalty to the difference in exposures between the
portfolio and the benchmark within each cell of the grid. These differences are aggregated,
and minimization of the resulting function with (optional) additional constraints results in a
portfolio that most effectively satisfies exposure targets within all cells.

This methodology can be easily generalized by reformulating it as a minimization of
the distance between multivariate distributions of portfolio attributes. This distance can be
expressed as a weighted sum of absolute deviations or, alternatively, as a weighted sum of
squared differences between the portfolio attribute and its target value within each cell.

To illustrate this proposal, consider a long-only portfolio construction that aims to mimic
the benchmark. In its basic form with just two attributes (A and A,), the optimized stratified
sampling approach can be described in the following way:

2
Mﬂ’llmlze{h} Z }/(1, ]) Z wké(Al,k’ Z)é(AZ’ka]) - Z bné(Al,n’ i)é(AZ,n’j)
if k n
Z wyp = 1
k
w, >0, k=1,2,....N
y(i,/) = 0, forall i,j (8.19)

Equation 8.19 represents the following:

w), = the weight of k-th asset in the portfolio (an optimization variable).
b,, = the weight of 7-th asset in the benchmark or target portfolio.
A; = the exposure of k-th asset to i-th attribute.

8(Ay 1. 1) = an indicator that is equal to 1 when exposure of asset k to attribute A; cor-
responds to i-th bucket; otherwise, it has a value of 0.

v(i,j) = a user-defined coefficient that penalizes deviation in exposures between the port-
folio and the benchmark for a cell defined by its attribute values [A; (i), A, (j)].

Equation 8.19 matches the aggregate portfolio weight in each of the buckets to that
of the benchmark. This approach can be generalized beyond capital allocation or weight
matching within each bucket. It can also include matching of other attributes, like yield
or OAC. Furthermore, the investor can try to match multiple attributes across strata
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simultaneously. In the case of single linear attribute 8 (e.g., yield to worst) matching, the
resulting optimization can be written as follows:

2
Minimize ) | D v(,j) | Y, 0R)w8(Ay g, DAy o) = Y, 000, 8(A 1 DE(A s /)
if k n
wy, > 0, for all
Z wy, = 1
k
y(i,j) > 0, for all i,j (8.20)

When a risk model is also available, the basic index replication approach described in the
beginning of this section can be augmented with an optimized stratified sampling objective
to achieve more granular exposure matching in conjunction with risk and liquidity control
of the resulting portfolio.

8.4.2.3 Stress Scenario Hedging In previous examples, portfolio optimization was applied to
risk management and risk hedging in the then current market conditions. What if the hedger’s
objective is to assess the portfolio’s performance in a stress scenario? What if the potential loss
under that scenario exceeds permissible tolerances? This section illustrates how to adjust for
stress exposure in portfolio construction by leveraging constrained portfolio optimization.

Consider a hypothetical stress scenario that results in potential losses to each asset. In
order to control aggregate portfolio loss, the conventional framework (Equation 8.18) is
extended by adding a linear constraint on total or benchmark-relative (active) portfolio loss
that can be realized under the selected scenario.!* In the case of a long-only portfolio, the
resulting portfolio hedging approach can be formulated as follows:

L Ap % (Fw — wp)) T Ve(F(w — wy)) +
Minimize,, [/15 * (W — wb)TVS(u/ —wy,) + T-Cost(w — wy)
wTL S 81

(w—w,) L <e,

2w,—=1
i

w; >0, i=1,....N (8.21)

where

L = the vector of security level stress scenario loss estimates
£, = the stress scenario loss threshold
€, = the active stress scenario loss threshold
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Alternatively, an investor can decide to control both loss and risk under a stress scenario
simultaneously. This results in the following optimization formulation:

o Ap * (Fw — wp)) T Ve(F(w — wy)) +
Minimize, Ag # (w — wy)TVs(w — wy,) + T-Cost(w — wy)
WTL S 81
(w—-w,)L<e,

(Faw)" Vi (Faw) + )" Vs (w) < 6y

(F(w — wp))T Vi (Fo(w — wy)) + (w — wy) T Vs (w — wy) < 6,

ij:l
i

w; >0, i=1,...,N (8.22)

where

8, = the stress scenario risk threshold
5, = the stress scenario active risk threshold

In this formulation, the first two constraints provide an upper bound for total portfolio
loss and loss relative to the original portfolio or benchmark. The second two constraints set
an upper bound on total and active risk computed using the risk model associated with the
stress scenario.

However, the benefit of controlling the stress exposure by introducing additional con-
straints comes with a price. The hedger, therefore, should consider conducting a cost-benefit
analysis to assess when hedging stress exposure is indeed beneficial. Multiple metrics can
be utilized.!® Bilgili, Ferconi, and Ulitsky (2017) suggested a metric that was based on a
risk-scaled deviation from the original portfolio holdings, which more accurately reflects the
investment objective of the portfolio. The hedger then computes how much loss reduction
can be accomplished through hedging at various levels of deviation from the initial portfolio
composition. This methodology is of a general nature and can be extended to simultaneously
control exposure to multiple stress scenarios.

What if, however, the hedger is not certain about the accuracy of the asset loss estima-
tion or of the stress test risk model? One reason for this uncertainty may be just the rarity of
such events. Alternatively, the hedger may attempt to avoid modeling stress scenarios based
on historic events or make explicit assumptions about potential losses and other parame-
ters describing the stress scenario. The presence of uncertainty creates challenges. Without
explicitly defined loss values and a stress risk model, the hedger is not able to apply any
of the stress hedging portfolio construction approaches outlined previously. However, Bilgili,
Ferconi, and Ulitsky presented a practical portfolio construction solution that accommodates
uncertainty in the stress scenario parameters.'® The authors considered both uncertainty in
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losses and in asset correlations in cases that involved the stress scenario assumptions and pro-
posed a robust optimization methodology based on reformulating the stress hedging problem
into a soluble worst-case scenario control problem.

Traditional approaches to stress testing, like the ones outlined previously, first define the
stress scenario and then assess the impact of that scenario on a portfolio. For example, we
might examine the impact of a particular rise in US interest rates on an international bond
portfolio. Reverse stress testing, on the other hand, starts with assigning a specific condition,
such as the loss level or risk level for the portfolio, and proceeds to identify the scenarios
that generate the most negative portfolio performance.!” With that information in hand, the
portfolio manager can decide if these particular scenarios are probable and decide whether a
hedge should be established. In the latter case, the techniques outlined above can be applied
to optimally rebalance a portfolio.

To summarize, this section illustrated a general framework for formulating different
hedging and risk mitigation strategies as various forms of constrained portfolio optimization.
The ultimate specification of relevant investment objectives for a specific hedging scenario,
as well as the selection of constraints and penalties, is always the responsibility of the hedger.
Optimization then incorporates these portfolio construction components in a way that is
consistent, scalable, and well measured.

The next section describes the application of portfolio construction methodologies to risk
management and risk hedging.

8.4.3 Examples of Optimized Risk Management Strategies

This section illustrates how to apply portfolio optimization methodologies to risk manage-
ment and risk hedging using two case studies. Section 8.4.3.1 shows how an investor can
incorporate an ESG tilt into a portfolio while constructing a fixed-income index product.
Section 8.4.3.2 illustrates optimal hedge design against potential losses under a stress
scenario.

8.4.3.1 Creating an ESG Tilt While Managing a Fixed-Income Portfolio Relative to a Benchmark Sustain-
able investing has become one of the fastest growing investment themes in recent years. This
section demonstrates one way to create an index replicating fixed-income portfolio consistent
with a specific investor’s preference toward companies that have higher ESG ratings, as pro-
vided by a specific ESG data provider. ESG “ratings” may vary significantly across different
data providers.

The standard portfolio construction process for a nonoptimized passive product focuses
on closely matching benchmark risk measures such as duration, convexity, spread, spread
duration, sector, and issuer exposures. This is commonly achieved via a combination of the
conventional stratified sampling approach (Section 8.4.2.2) and selection rules specified by
the portfolio manager.

In an optimization-based index replication, the investment objective combines risk min-
imization and a variation of optimized stratified sampling to control risk exposures that are
not fully captured by the risk model. In this example, optimized stratified sampling is based on
sector-based security bucketing with constraints on key rate durations (KRDs) and duration
times spread (DxS) within these buckets.
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A portfolio manager can introduce a positive ESG tilt while continuing to control the
active risk and active exposures across a stratification grid. Transitioning to this new ESG
tilt may be best achieved via optimization. To illustrate this approach, consider designing
an ESG enhanced index product benchmarked against the Bloomberg Barclays Euro Aggre-
gate Corporate Index.'® Assume a portfolio has an NAV of EUR 970mm and EUR 10mm in
spendable cash. The initial portfolio comprised of 2,838 holdings, ~90% of the Index’s hold-
ings, to ensure close tracking to the benchmark (~1bp annualized) and to preserve the desired
liquidity profile. In this setup, both the initial and benchmark portfolios have BBB rating on
the ESG scale while the active ESG score for the portfolio is 0.01 (see Exhibit 8.3).1°

To introduce an ESG tilt, ESG scores need to be incorporated in the objective, e.g., as
an “alpha” term (refer to Equation 8.16). The optimization engine will seek to maximize the
weighted average of ESG, and a hedger can specify a scaling value to control the ESG impact
relative to other objectives. In this basic setup, transaction costs were not included. Therefore,
the optimization balances ESG maximization versus active risk minimization in the presence
of the following investment constraints:

Overall active duration within 0.02 years

Active KRDs contributions to each sector within + 0.02 bp
Active DxS contribution to each sector within + 0.5 bp
Active issuer exposure within + 10 bp

Utilize 10mm of spendable cash

Maximum number of trades below 150

When the ESG scaling is weighted to be more impactful than active risk, the resulting
constrained optimization increases the total portfolio ESG score to 5.49 and active risk score
to 0.20 (refer to Exhibit 8.4). The new portfolio satisfies all constraints and has only a minor
increase in annualized active risk (from 1 to 2 bp).2?

Optimization-based portfolio construction also allows the investor to analyze to what
extent ESG improvement is achievable at different levels of active risk. In addition, the port-
folio manager may be interested in what the maximum achievable ESG score for the portfolio

Benchmark Portfolio Avg Benchmar... Benchmar... Portfolio Avg Active Avg ESG Active
Full Name ESG Rating ESG Rating  ESG Ratin... ESG Rating Num Rating Num Risk
BBG Barc Euro Aggregate Corporate Index BBB BBB 5.29 5.30 0.01 1

EXHIBIT8.3 Portfolio Summary Screen
Source: BlackRock Aladdin, 2020. For illustrative purposes only.

Benchmark Portfolio Avg  New Portfolio Benchmar...| Portfolio Avg New Portfoli... |Benchmar... | Active Avg ESG  New Active Avg Active New Active
Full Name ESG Rating  Avg ESG Ra... ESG Rating |ESG Rating N... ESG Rating ... [ESG Ratin...|  Rating Num ESG Rating Num Risk Risk
BBG Barc Euro Aggregate Corporate Index BBB BBB BBB 5.30 5.49 5.29 0.01 0.20 1 2

EXHIBIT8.4 Portfolio Optimization Results
Source: BlackRock Aladdin, 2020. For illustrative purposes only.
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EXHIBIT8.5 ESG Versus Active Risk for a 150 Trade Rebalance and for a Rebalance Without Trade
Number Restrictions
Source: BlackRock Aladdin, 2020. For illustrative purposes only.

is when no restrictions are placed on the number of trades. Results of these exercises are pre-
sented in Exhibit 8.5. As expected, adding a constraint on the number of trades reduces the
maximum achievable ESG compared to the unconstrained case. Going from left to right along
the horizontal axis, each point on this chart is a result of individual portfolio optimization
with increasing weight on the ESG term relative to risk. The higher slope on the left part of the
curve indicates that a measurable ESG gain can be achieved even at a relatively small increase
in active risk. The flattening of the curve to the right indicates diminishing improvements as
we push harder for higher ESG scores.

As demonstrated in Exhibit 8.5, the optimizer trades off between active risk and ESG
ratings, the stronger the tilt toward a higher ESG score, the higher the active risk, relative to
the benchmark.

The portfolio manager must decide how to balance increases in ESG scores relative to
an acceptable level of portfolio active risk. In this example, if the annualized active risk limit
is ~1.4 bp, the portfolio manager can increase the ESG score from 5.30 to ~5.46, which is
more than 80% of the maximum amount achievable with 150 trades. However, it should
be emphasized that this is just a point-in-time analysis. In order to adopt the objective as an
investment policy, the portfolio manager should consider how persistent these results are and
how the selected strategy will perform under different market conditions. Back-testing and
stress testing are common approaches available to further explore the relationship between
the introduced ESG tilt and the realized performance of the strategy.

8.4.3.2 Hedging Stress Scenario Exposure To illustrate stress scenario exposure hedging, an “In-
flation Rise” example is used.?! This “crisis” is defined by a 30 bp monthly rise in 10-year US
inflation, as measured by the difference between nominal and real interest rates. Reviewing
the previous 10 years of data and considering historical events, the probability of such an
increase in inflation is approximately 1%.
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TABLE 8.1 Bond ETF Strategies

Strategy Name

Strategy 1 US Aggregate Bond ETF

Strategy 2 Emerging Bonds ETF

Strategy 3 High-Yield Corporate Bond ETF
Strategy 4 Muni Bond ETF

Strategy § Investment-Grade Corporate Bond ETF
Strategy 6 Agency Bond ETF

Strategy 7 International Inflation Linked Bond ETF
Strategy 8 Euro Government Bond ETF

Strategy 9 Canadian Corp Bond ETF

Strategy 10 Global Government Bond ETF

Source: BlackRock, 2020. For illustrative purposes only.

For this example, a long-only bond portfolio consisting of 10 equally weighted strategies
via bond ETFs is used. (See Table 8.1.)

Table 8.2 contains each bond ETF strategies’ correlations and volatilities under nor-
mal market conditions. The initial, equal-weighted, portfolio has an ex ante portfolio
risk of 303 bp per year. To construct the stress test profit and loss (P&L), a historical
scenario-weighting approach is used that is similar to the one described by Silva and Ural
(2011) and Ruban and Melas (2010). P&L results for each bond ETF strategy in the “crisis”
are listed in Table 8.2. For example, the US Aggregate Bond ETE, Strategy 1, would lose
208 bp were the inflation scenario shock to occur.

As a next step, the total portfolio is subjected to this Inflation Rise scenario. Exhibit 8.6
demonstrates that under this stress test, the portfolio loses 96bp. As discussed in
Section 8.4.2.3, the hedger’s objective is to determine the optimal portfolio reallocation for
different levels of loss reduction while minimizing tracking error to the initial portfolio.

In this example, six optimizations were run to identify the minimum ex ante risk versus
the initial portfolio to achieve loss reductions from 96 bp to 90 bp, 80 bp, 70 bp, and 40 bp.
The resulting portfolio holdings at each level of loss reductions are illustrated in Table 8.3. The
objective is to demonstrate a stress scenario hedging methodology and focus on the qualitative
assessment of results; this section does not go into the detailed analysis of the corresponding
portfolio holdings.

The hedger needs to balance the cost of portfolio adjustments, as measured by tracking
error to the initial holdings, against the benefit of hedging, as measured by the reduction
in loss. The required portfolio construction approach is described by Equation 8.21. In this
case, the hedger solves for portfolio holdings that have minimal tracking error to the initial
holdings at different levels of reduction in the stress P&L. Results of this analysis are presented
on Exhibit 8.6.

As illustrated by Scenario A in Exhibit 8.6, if the hedger can tolerate up to 22 bp of
tracking deviation (TE) from the initial holdings, then the loss can be reduced by 16 bp. If that
trade-off is acceptable, hedging will be beneficial, and the methodology outlined previously
will help to determine the required portfolio rebalancing strategy. The resulting trade into
Scenario A reduces exposure to higher loss assets such as Aggregate Bond, Muni Bond, and
Investment-Grade Bond ETFs. For risk-control purposes, the strategy increases exposure to



TABLE8.2 Inputs for Inflation Rise Stress Test Scenario

Initial Inflation
Allocation Rise P&L Volatility Strategy Strategy Strategy Strategy Strategy Strategy Strategy Strategy Strategy Strategy

(%) (bp) (bp) 1 2 3 4 5 6 7 8 9 10
Strategy 1 10% -208 398 1 0.4 —0.45 0.83 0.96 099 -0.42 0.61 0.6 0.93
Strategy 2 10% -38 425 0.4 1 0.3 0.38 0.43 0.35 0.1 0.46 0.42 0.43
Strategy 3 10% 90 266 —-0.45 0.3 1 -0.47 =029 -0.52 0.46  —-0.03 0.02  -0.37
Strategy 4 10% -141 269 0.83 0.38 -0.47 1 0.76 0.84 -0.45 0.5 0.42 0.8
Strategy S 10% -254 581 0.96 0.43 -0.29 0.76 1 0.93 -0.34 0.61 0.66 0.89
Strategy 6 10% -160 321 0.99 0.35 -0.52 0.84 0.93 1 —0.44 0.59 0.56 0.92
Strategy 7 10% 340 1115 -0.42 0.1 0.46 -0.45 -0.34 -0.44 1 -0.07 -0.01 -0.34
Strategy 8 10% -260 722 0.61 0.46 -0.03 0.5 0.61 0.59 -0.07 1 0.62 0.82
Strategy 9 10% -93 471 0.6 0.42 0.02 0.42 0.66 0.56 -0.01 0.62 1 0.66
Strategy 10 10% -240 549 0.93 0.43 -0.37 0.8 0.89 0.92 —0.34 0.82 0.66 1

Source: BlackRock, 2020. For illustrative purposes only.
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TABLE 8.3 Portfolio Holdings Following Optimization

Scenario A.
Initial Optimized Optimized Optimized Optimized Optimized Optimized
holdings, holdings, holdings, holdings, holdings, holdings, holdings,
Strategy Name Loss =96bp Loss =90bp Loss=80bp Loss=70bp Loss=60bp Loss=50bp Loss=40bp
Strategy 1 US Aggregate Bond ETF 0.10 — — — — — —
Strategy 2 Emerging Bonds ETF 0.10 0.11 0.11 0.11 0.11 0.11 0.11
Strategy 3 High-Yield Corporate 0.10 0.11 0.15 0.18 0.21 0.24 0.26
Bond ETF
Strategy 4 ~ Muni Bond ETF 0.10 0.08 0.04 0.00 — — —
Strategy 5 Investment-Grade 0.10 0.11 0.08 0.05 0.03 0.02 0.00
Corporate Bond ETF
Strategy 6 Agency Bond ETF 0.10 0.17 0.15 0.13 0.10 0.09 0.07
Strategy 7 International Inflation 0.10 0.10 0.10 0.11 0.11 0.11 0.11
Linked Bond ETF
Strategy 8  Euro Government Bond 0.10 0.08 0.05 0.01 — — —
ETF
Strategy 9 Canadian Corp Bond 0.10 0.10 0.10 0.11 0.11 0.12 0.13
ETF
Strategy 10 Global Government 0.10 0.15 0.22 0.29 0.32 0.31 0.31

Bond ETF

Source: BlackRock, 2020. For illustrative purposes only.

206



Using Portfolio Optimization Techniques to Manage Risk 207

0 305
-&-Stress Test Loss (bp)
300
20 -#-Current Risk (%)

295
s ~
2 o
@ —40 | 290 g
2 X~
3 ]
o Scenario A: 285 i
= ~16 bp less Loss k=
S -60 ~22 bp TE y o
5 N 280 &
(] (8]

275

-80
270
~100 265
0.0 20.0 40.0 60.0 80.0 100.0

Deviation from Initial Portfolio (bp)

EXHIBIT8.6 Stress Test Loss Reduction??
Source: BlackRock, 2020. For illustrative purposes only.

portfolios that have high correlation to the sold names. The Inflation Linked Bond Fund
has strong positive performance under this scenario, but this portfolio also has the highest
volatility, so its allocation did not change. As a side-benefit, the hedged portfolio exhibits a
lower total risk—something that can be attributed to repositioning into less risky assets.

To summarize, a generalized approach to risk hedging with different risk hedging objec-
tives can be translated into constrained portfolio optimization. The formulated solutions were
based on employing parametric risk and transaction cost models, which commonly lead to
mean variance style single portfolio, single period constrained optimization problems. While
this framework is quite useful in practice, it is not the only choice. In the next section, several
alternative methodologies are covered.

8.5 ADVANCED PORTFOLIO OPTIMIZATION AND RISK MANAGEMENT
TECHNIQUES

As previously discussed, “mean variance” style portfolio construction solutions can provide
hedgers with insights on optimal capital allocation across securities to identify optimal hedg-
ing strategies and achieve a range of investment objectives.

This section covers several examples of quantitative portfolio construction solutions for
risk hedging and risk management that go beyond the traditional “mean variance” approach.
These include

® a risk budgeting/parity solution (Section 8.5.1),
® strategies that permit investors to efficiently hedge risk in multiple portfolios simultane-
ously (Section 8.5.2.1),
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® hedging across extended time horizons (Section 8.5.2.2),

® incorporating forward looking economic scenarios and/or outcomes (Section 8.5.2.3),
and

® risk budgeting for factor-based investing (Section 8.5.3).

8.5.1 Risk Budgeting/Parity

Diversification is one of the core tools used for investment risk management, helping to con-
trol non-systematic risks. The management of portfolio concentration is a necessary but not
sufficient condition for achieving a form of diversification. While achieving diversification
is one of the main contributions of mean variance optimization, this methodology is by no
means unique. Recently, due to their robustness and diversification properties, the inclusion
of risk budgeting conditions has become a regular component in portfolio construction.

Interestingly, there is no standard interpretation of risk budgeting among investment
practitioners. While selecting risk targets is a common practice in all approaches, the under-
lying condition may be defined in different ways. In some cases, it is just a set of linear
constraints that control exposure to risk-related factors, such as duration. This is a particu-
larly simple choice and one that can be easily handled within a conventional mean variance
framework, as discussed in the previous section. Another common option is to specify the
upper bound of risk for some asset groups and/or factors in the portfolio. In practice, this
can be implemented using additional quadratic constraints.?3

This section focuses on risk budgeting constraints that are described as risk contribu-
tions.”* We will start by illustrating how risk contribution constraints can be integrated in
fixed-income portfolio construction. Let us consider an example of a long-only fund of funds
that allocates between managers with different fixed-income styles.?® In these settings, total

portfolio risk can be written as:
o, = VwT Vw (8.23)

where w is an N-vector of manager allocation weights and V is the corresponding covariance
matrix between managers. Using these notations, the risk contribution for i-th portfolio can

be calculated:
aO'p (Vu/)l
= w—L = (8.24)

1 1
ow; VwTVw
and when every individual portfolio has a positive risk contribution to the resulting fund of
funds, these constraints can be written as:2°
RCi = E;0p

or, alternatively,
wlzvllwl = ‘C’ZZlellwl’ 1= 1, ...N
j i

where

28,-=1

1

E; > O,Vl
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w; > 0,Vi (8.25)

Risk parity is a particular example of this approach where the hedger requires the risk
contribution from each portfolio to be the same. In this case:

e =L (8.26)

The common approach to compute holdings that satisfy risk contribution conditions is
to transform these constraints into a single equation:

2

3 éw,.ZVi,-w, - %wiZV/iwi -0 (8.27)
i\ i

or, equivalently, minimize the resulting quartic expression as suggested in Maillard et al.
(2010). Consequently, in contrast to mean variance optimization, a portfolio construction
solution, in the presence of risk budgeting conditions, cannot be achieved using conventional
quadratic programming. As a result, initial approaches were based on developing various
heuristic algorithms.?”

The minimization problem for a long-only portfolio with total risk contribution con-
straints was shown to have a unique solution.?® Building on this initial observation, the
question arises as to whether an alternative method can be designed that is capable of solving
the problem directly—without heuristics. The answer is yes—by reformulating risk contribu-
tion constraints using conic programming.>’

In order to illustrate this approach, a set of additional variables proportional to the
marginal risk contribution of each asset are introduced:

1 .
y; = EZVI»/«M/I», i=1,...,N (8.28)
j

Then, the risk contribution problem can be written as “risk minimization” with quadratic
constraints:

Minimize[6?]

w,y,0
wy,; > 6%,Vi
lyl - ’

2
2 Viw; <0
7

w; > 0,Vi

0>0 (8.29)

where 0 is an auxiliary variable that takes the value of the total portfolio risk after above mini-
mization is solved. To satisfy both quadratic constraints, the solution has to be consistent with
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selected risk-budgeting requirements. That can be accomplished if each y; variable has a pos-
itive value so that the resulting quadratic constraints are of the second-order conic program-
ming (SOCP) type.>® However, that is indeed the case since we target the following condition:

w;y; = 02,Vi
and for long-only portfolio we have

w; > 0,Vi

As a result, the total value of every y; variable must be positive, and the resulting quadratic
constraint will satisfy the SOCP requirements.

Easily generalized, the constrained optimization solution described previously results in
an allocation across managers that satisfies the risk contribution condition. For example,
instead of solving for manager selection or risk-based allocation into a mix of fixed-income
ETFs, a risk-budgeting approach to factor investing can be applied. In that case, portfolio
construction can be described as a two-step approach. In the first step, risk-budgeting condi-
tions help to determine capital allocation between factors. In the second step, portfolios are
constructed from individual securities that will match the predetermined factor allocations.
The second step can be formulated as a separate optimization problem where the objective is
to match factor exposures using a pre-specified investment universe.3!

8.5.2 Going Beyond a Single Fund/Single Period in Portfolio Risk Management

In previous sections and examples, the focus was on hedging risk and portfolio construction
methodologies for a single fund within a single rebalance scenario. In practice, however, port-
folio managers often have to manage multiple funds simultaneously. For instance, a portfolio
manager may be responsible for the management of multiple similar, but not identical, funds.
As a fiduciary, the portfolio manager must attempt to treat the funds as equally as possible.
That means that if the portfolio manager’s market views have changed and he or she is repo-
sitioning the strategy, he or she needs to implement those views across his or her book of
similar business.

While it is possible to accomplish this task by treating these funds on an individual basis,
it is important to be wary of oversimplification. For another example, in the presence of
cross-fund constraints on security or sector exposures, which can be imposed by regulators,
solving for each fund individually does not guarantee that these cross-fund constraints will
be satisfied. Solutions may require iterative refinements, which can be costly. Yet another
limitation of not considering simultaneous multi-fund rebalancing is apparent when taking
into account the market impact component of transaction costs. When trading in the same
security occurs in multiple funds, the total value of the resulting market impact costs will
be underestimated if the market impact is calculated and then aggregated on a fund-by-fund
basis. This is because of the nonlinear nature of market impact, represented by the nonlinear
functional form of the market impact function (see Equation 8.11).

Another assumption to consider when implementing the previously described hedging
strategies is whether or not all trading can be completed in a single rebalance. This trading
strategy may not be practical. Liquidity limitations in fixed-income markets may prevent
investors from completing the hedging exercise within a single rebalance.

In the next section, we formally describe how to extend our conventional mean variance
framework. First, we discuss risk hedging approaches that accommodate simultaneous
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multi-fund portfolio management. We then describe portfolio construction and risk hedging
in a multi-period context. Clearly, there is an even greater level of generalization where
investment objectives can span multiple funds over multiple horizons. Solutions that are
discussed in this section can be extended to accommodate this larger optimization problem.

8.5.2.1 Multi-Fund Portfolio Construction and Risk Management Several options are available for
specifying the objective function for a simultaneous multi-fund optimization. A common
approach is to define the objective in a way that ensures that all funds are treated “fairly” and
no fund can serve as a “liquidity provider” for another member of the group.3? In this case, the
objective function aggregates the sum of all the individual fund objectives, except for transac-
tion costs, which are then added based on aggregating trading across funds. As a result, while
each fund may have different investment universes, benchmarks, and hedging objectives, it is
important that all funds in a multi-fund optimization have the same transaction cost model.

This multi-fund investment objective function for an N-fund family can be schematically

written as:
N

Uy = ). U; + T-Cost (8.30)
i=1

where Uj; includes all investment objectives for the i-th fund and the T-Cost term describes
aggregate trading across all funds. Various investment constraints and penalties can be spec-
ified on a fund-by-fund basis and included in the multi-fund optimization.

The solution simultaneously identifies an optimal set of trades and resulting holdings for
all of the funds in the family. This multi-fund framework enables the investor to accommodate
arbitrary cross-fund constraints and establish an optimal rebalance strategy aimed to hedge
undesired risk exposures or create desired active exposures on an individual fund basis. In
addition, the investment objective can be extended to include risk and exposure control for
the aggregate holdings across the fund family.

Another extension of the traditional mean variance based approach is to consider how to
optimize hedging and risk control when, due to excessive market impact costs or availability
limitations, it cannot be realized in a single rebalance. In the next subsection, the methodology
is presented using parametric risk models first, and then using a different approach based on
scenario optimization.

8.5.2.2 Multi-Period Portfolio Construction and Risk Management When markets are illiquid or thin
relative to expected trade sizes, effective hedging or portfolio repositionings may be difficult
to establish in a single rebalance, thus requiring a different approach. The multi-period opti-
mization (MPO) methodology is based on a solution proposed by Grinold and Kahn (1995)
and Almgren and Chriss (1999). The objective is to compute an optimal multi-period trad-
ing strategy that accounts for risk, transaction cost, and all other investment constraints that
can be specified on a period-by-period basis. Users of this framework can also capture vari-
ous deterministic multi-period effects, like benchmark changes, risk model changes, liquidity
variations, etc. When risk and transaction costs are the only important components to the
investor, the resulting MPO objective function can be written in the following generalized
form:
T
Unpo = ). (A  Risk(t) + T-Cost (£)) (8.31)

t=1
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where Risk(?) is an expected variance of the portfolio return and T-Cost (¢) is the cost of
trading for the period “t.” The variables are hold or buy-sell quantities for each asset and
period. The resulting optimization solves for the complete multi-period trading strategy. This
approach accommodates period-specific conditions, such as different factor exposure or hold-
ing limits. It is also able to integrate period-specific investment preferences, like different
risk aversions for different periods, which makes it a very general framework for handling
multi-period trading. Duration of the rebalancing process (T) is typically determined by the
hedger on the basis of the overall liquidity characteristics of the trade.

One common application for this methodology is in transition management, where the
goal is to establish an optimal risk-controlled trading strategy for moving from a legacy
portfolio to the target portfolio.33 Other applications include defining risk-managed trad-
ing strategies to raise cash during a partial or total fund liquidation as well as cash inflow
accommodation. In the partial liquidation example, the objective is to raise sufficient funds
to satisfy a redemption request while preserving fund characteristics for remaining investors.
In the case of cash inflow, the objective can be to identify an optimal schedule of acquiring
futures or ETFs to reduce the cash drag and hedge the risk in the early periods while allowing
for the unwinding of these synthetic positions at a later stage.

The MPO framework described in this section relies on parametric models to measure risk
at different horizons. In the next section, a different approach based on scenario optimization
strategies is presented.

8.5.2.3 Risk Management Using Scenario Optimization Reliance on parametric risk models, even in
the presence of uncertainty, was common for the hedging strategies that have been discussed
so far in this chapter. Scenario optimization is a well-known alternative approach introduced
by Ron Dembo in the early 1990s.3* Rather than building up these parametric models based
on historical data, one can search for the portfolio that satisfies investment objectives under
multiple different forward-looking single- or multi-period economic scenario realizations.
Furthermore, given explicit scenario definitions, full security repricing can be accommodated,
if needed. Clearly, the robustness of this approach is critically dependent on the quality of the
scenario simulation engine.

As with the conventional portfolio construction framework described earlier in this
chapter, a hedger can structure a scenario optimization approach to accommodate different
objectives. These objectives can be further characterized as horizon-based or trajectory-based.

Horizon-based objectives focus on the portfolio’s property at the same time horizon (or
cross-section) for all scenarios. For example, finding a portfolio allocation that will min-
imize portfolio credit risk over a pre-specified period given a set of loss scenarios is an
illustration of a “horizon-based” objective.>® Another example is hedging a portfolio’s
option-adjusted volatility (OAV), given a set of interest rate scenarios.>®

Trajectory-based objectives focus on portfolio characteristics for each scenario across
multi-period scenarios. Controlling for portfolio volatility along each scenario is an
example of a “trajectory-based” objective.

In the multi-period case, the hedger can further combine these “horizon-based” and
“trajectory-based” objectives with other investment constraints to find a portfolio that is
best “on average” across all scenarios.

Scenario optimization objectives can also be conveniently cast in terms of a regret frame-
work, which can be illustrated using the following two-step approach. First, the hedger will
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determine the best possible outcome given the objective for each available scenario. Then,
the hedger must identify portfolio holdings that will minimize the deviation from the best
outcome across all scenarios.

For example, in the case of interest rate hedging, optimization starts with specifying OAVs
that correspond to various interest rate scenarios that function as hedging targets (OA V., ;)-
The resulting objective function U,,,,,,,, measures the extent to which the hedged portfolio’s
scenario OAVs resemble those of the target. This can be formulated as a weighted sum of

squared differences:

N
Uscenario = Z w; * (OA Vbedged,i -0A Vtarget,i)z (832)
=1

where w; is the probability of the i-th scenario as selected by the investor and N is the num-
ber of scenarios. This represents an example of a quadratic regret function. Minimization is
applied to the average of quadratic differences, thus minimizing the dispersion of outcomes.

In some cases, linear regret, which aims to minimize average differences, can be an
appropriate measure. As an example, in a credit risk minimization study,’” the target for each
scenario is the minimal loss amount. Scenario optimization solves for the portfolio that has the
smallest average deviation from that ideal loss value for each scenario. Because the target val-
ues for each scenario are constants, scenario optimization with a linear regret formulation—in
contrast to quadratic regret—is equivalent to the optimization of the scenario-averaged
objective.3?

The hedging of interest rate scenarios unveils a very interesting conceptual dilemma about
selecting scenario weights. Given that the probability of interest rates moving by 200 bp or
more over 1 year is substantially smaller than that of interest rates moving by, say, 50 bp,
it is unclear whether losses corresponding to a 200 bp interest rate move should be hedged
as tightly as those corresponding to a 50 bp move. In other words, it is up to the hedger
to decide if it is reasonable to place equal emphasis on hedging different scenarios given
the fact that the probabilities of the underlying events are drastically different. The answer
depends on whether the hedging program is designed as protection against catastrophic events
or business-as-usual market movements. For instance, in managing mortgage servicing and
insurance portfolios, all interest rate scenarios are typically hedged in a similar fashion,
implicitly assigning equal probabilities to the underlying interest rate moves. In practice, the
weights wy,...,w, in Equation 8.32 can be either specified by the user or computed using
the probabilities associated with various interest rate scenarios.

To summarize, in this section, extensions of the mean variance approach were discussed
in order to handle multiple funds in a single rebalance or to optimally trade a single fund
across multiple periods. While we will not go into detail here, it should be noted that it is
certainly possible to combine these objectives in a comprehensive optimization across multiple
funds and multiple periods—the integration of scenario and mean variance approaches for
risk management and risk hedging included. The component-based approach to quantitative
portfolio construction as applied to risk management and outlined in this chapter provides
full flexibility for an investor to select and achieve desired objectives.

8.5.3 Example: Risk Budgeting for Factor-Based Investing

The objective of factor-based investing is to target preselected exposure or capital allocation
to investment risk factors that the investor believes generate attractive long-term returns.3’
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Here, as an alternative, we describe a portfolio construction approach based on targeting fac-
tor risk contributions. Our solutions are based on the methodology outlined in Section 8.5.1.

For illustrative analysis, the following three macroeconomic factors have been selected:
Real Rates, Inflation, and Credit. The estimated correlations among these factors and factor
volatilities are shown in Table 8.4.40

In order to better illustrate the risk parity approach, we consider minimum volatility and
equal weighting allocations as benchmarks. These, in turn, will be compared to a risk parity
portfolio:

Weight Concentration =
N (Vw); _
SRRV 2 i

Risk ion = = .
isk Concentration - 1/n - 1/n (8.33)

where w; denotes the weight of i-th factor, Vdenotes the overall covariance matrix so (Vw),
is the i-th element of the marginal risk contribution vector.

As shown in Table 8.5, although the minimum volatility portfolio provides a solution
with the lowest portfolio risk (108 bp), it has the highest weight concentration.*!

As illustrated in Table 8.5 and Exhibit 8.7, the equal weighting approach achieves maxi-
mum diversification at the weight level but has a high portfolio risk of 173 bp and the highest
risk concentration. As expected, the risk parity approach achieves equal risk contributions
among all factors, as shown on Exhibit 8.8. It has 109 bp portfolio risk with better diversifi-
cation, as measured by weight concentration, than the minimum volatility benchmark. Thus,
the risk parity method offers an attractive compromise between the low risk and low weight
concentration benefits of the two benchmarks. Of course, that observation is dependent on
the stability of the factor risks. Experience has shown that during periods of severe market
stress, correlations often do not remain stable and can dramatically increase risk.

TABLE 8.4 Volatility and Correlation Among Factors

Factor Name Factor Volatility Factor Correlations

Real Rates 4.6% 1.00 0.40 -0.61
Inflation 3.9% 0.40 1.00 —-0.65
Credit 2.8% -0.61 —-0.65 1.00

Source: BlackRock, 2020. For illustrative purposes only.

TABLE 8.9 Portfolio Risk, Weight, and Risk Concentrations for All Strategies

Portfolio Risk Weight Risk

(bp) Concentration Concentration
Minimum Volatility 108 0.12 0.12
Equal Weight 173 0.00 0.81
Risk Parity 109 0.09 0.00

Source: BlackRock, 2020. For illustrative purposes only.
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EXHIBIT8.7 Weight Allocation for Different Strategies
Source: BlackRock, 2020. For illustrative purposes only.
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EXHIBIT8.8 Risk Allocation for Different Strategies
Source: BlackRock, 2020. For illustrative purposes only.

To summarize, risk budgeting conditions offer an intuitive and practical way to incorpo-
rate an investor’s views on risk allocation. Risk parity is just an example of such views but
illustrates the benefit of a risk budgeting methodology. As a result, risk parity and its gen-
eralizations can become the foundation for building diversified, risk-managed portfolios. As
an alternative, these constraints can also be included as components within a conventional
mean variance approach for risk hedging and portfolio construction.

NOTES

1. See uses of VaR by LTCM in Jorion, 1999.

2. To “move” the market means to change the existing bid-ask spreads by performing large
transactions.
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3. For this system of linear equations to have a unique solution, it is sufficient that no two hedging
instruments have identical or proportional exposures to all systematic risk factors and that for each
risk factor there exists at least one hedging instrument that is exposed to it.

. See, e.g., Fama and French, 1993; Ferson and Harvey, 1991; Ang, 2014; this book.

5. See Grinold and Kahn, 1999; Kissell, 2003. Market impact costs can be further classified as tem-
porary or permanent costs (Kissell, 2003). Temporary market impact describes our influence on
price that is expected to subside after trading is completed. In contrast, permanent market impact
will persist and influence asset price after completion of the trade. For simplicity, we will focus on
temporary market impact in this chapter.

6. This objective can be extended to include minimization of the external cash inflow when the use case
is to finance the hedge.

7. In practice, an investor can eliminate perfectly correlated hedging instruments prior to optimization
or post-process optimization results.

8. For many fixed-income securities, it is important to distinguish between their market and notional
values and between corresponding weights. Market value simply refers to the price of a security.
Market-value-based weights, therefore, must be normalized to ensure that the trade is self-financed.
Notional weights determine security exposures to risk factors and may be subject to a different
normalization.

9. Cornugjols, G., & Tutuncu, R. (2007).

10. See, e.g., www.cplex.com, www.mosek.com, www.gurobi.com.

11. In this example, hedging was accomplished as a self-financed transaction. When hedging is financed
through an up-front investment, the market value of that inflow can be described as an additional
cost and should be minimized.

12. Illustrated in Golub, Ferconi, Madhavan, and Ulitsky, 2018.

13. See Dynkin et al., 2006.

14. See, e.g., Ruban and Melas, 2010; Bilgili et al., 2017.

15. See, e.g., Ruban and Melas, 2010.

16. See Bilgili et al., 2017.

17. See, e.g., Cotoi and Stamicar, 2018.

18. Bloomberg Barclays Euro Corporate index consists of euro-denominated securities with a minimum
of EUR 300mm amount outstanding, a fixed-rate.

19. There are a great and wide variety of ESG data providers and methodologies. In this example, we
utilize MSCI ESG scores, which are the weighted averages of the three components—environmental,
social, and governance—computed using industry-specific weights. Using MSCI definitions,
an aggregate portfolio score can be mapped into a letter rating. In this example, both the
initial and benchmark portfolios have BBB ratings. The MSCI ESG Ratings Methodology can
be found at https://www.msci.com/documents/1296102/21901542/ESG-Ratings-Methodology-
Exec-Summary.pdf. The MSCI data contained herein is the property of the MSCI Inc. or its
affiliates (collectively, “MSCI”). MSCI and its information providers make no warranties. The
MSCI data is used under licenses and may not be further used distributed or disseminated without
the express written consent of MSCL

20. In this case the improvement in ESG score from 5.30 to 5.49 is insufficient to change the ESG
letter rating. Despite the uplift in the new portfolio ESG score, the overall ESG rating (BBB)
remains unchanged based on the MSCI definitions because of the integrality of MSCI’s letter grading
methodology.

21. This section is based on a paper published by Bilgili, Ferconi, and Ulitsky, Risk, 2017.

22. This chart illustrates how much ex ante tracking deviation from the initial portfolio is required
to achieve different hedging efficiencies as measured by reduction in portfolio loss. The horizontal
axis indicates ex ante tracking deviation from the initial portfolio holdings starting at zero (= initial
portfolio) to 100 bp. The left vertical axis sets the scale for hedging efficiency measured by scenario
loss achievable at different levels of tracking. The corresponding results are shown by the green
line. The blue line illustrates the total ex ante risk for portfolios at different hedging levels. The
corresponding risk scale is set on the right vertical axis.

N
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23.
24.
25.

26.

27.
28.
29.
30.

31.
32.
33.
34.
35.
36.
37.
38.

39.
40.
41.

See Scherer, 2015.

See Bridgewater, 2010; Qian, 2006.

Finding a solution that satisfies risk-budgeting constraints with respect to a noncash benchmark,
i.e., in active space, is a significantly more challenging problem. See Bai et al., 2016.

The case when selected portfolios are set to have negative risk contribution can also be handled
using this approach.

See Chaves et.al, 2012; Feng and Palomar, 2015; Griveau-Billion et al., 2013; Kaya, 2012.

See Maillard et al., 2010.

See Siu, 2014.

This approach is extensible also to cases when individual portfolios holdings are positive, while
some of the portfolios are expected to have negative risk contribution.

See, e.g., Greenberg et al., 2016.

Scherer, 20135.

See Blake et al., 2003.

Dembo, 1991.

See Mausser and Rosen, 1999.

See Golub and Tilman, 2000.

See Mausser and Rosen, 1999.

Quadratic regret sets a higher penalty on larger deviations, which can determine the investor’s
preference for selecting it over linear formulation.

See Ang, 2014; Greenberg et al., 2016.

Details of factor definitions and factor properties are given in Greenberg et al., 2016.

To measure factor weight concentration, we use normalized Herfindahl index. For more details on
these measures, see, e.g., Maillard et al., 2010.
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9.1 INTRODUCTION

Continued growth in the number of distinct and complex portfolios have challenged historical
investment risk management approaches. While regular reviews of portfolio characteristics
by independent risk managers with specific subject matter expertise remains the core of an
effective risk management paradigm, this model does not scale elegantly. Risk managers,
evaluating a group of quantitative risk metrics using heuristics, who raise issues directly to
geographically co-located portfolio managers as they arise, works exceedingly well with a
manageable number of portfolios. However, given the increasing size and heterogeneity of
investment processes and products, risk managers need to be able to efficiently analyze a
multitude of portfolios and monitor a broader range of risk metrics. A handful of smart
people visually scanning increasingly numerous and long columns of risk analytics with a
metal ruler as their guide won’t cut it in the future!

Combining advanced workflow technology with algorithmic processes, machine-driven
risk scans can improve the precision and comprehensiveness of risk management and enable
risk managers to operate more accurately, efficiently, and effectively at greater scale. The sec-
ond pillar of BlackRock’s Investment Risk Management Paradigm (IRMP), risk governance,
involves engaging with risk takers to help define risk appetites, achieve appropriate levels of
risk, and ensure risk taking is aligned with client expectations. Exception-based risk scans
can be used to identify portfolios or positions that may not align with client objectives or
expectations. Risk scans are calibrated by different portfolio types and allow risk managers
to analyze and identify a variety of potentially risky situations. In this chapter, we review the
risk scan framework and provide an example of a particular univariate risk scan that uses
ex ante active risk, which BlackRock calls Risk and Performance Targets (RPT). 2

9.2 RISK SCAN STANDARD FRAMEWORK

Risk scans are algorithmic processes that identify predefined risk exceptions and define work-
flows for their resolution. These risk scans enable risk managers to manage investment risk
at scale across portfolios by systematically flagging potential issues that may require fur-
ther attention. Risk scans do not replace the role of a risk manager or human judgment.
Instead, they enable risk managers to operate at scale in a robust manner with a high degree

219
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of rigor. By defining resolution and escalation procedures for potentially problematic scans,
the risk scan framework also facilitates proper governance and oversight, which is a critical
component of an effective risk management process. No risk management process will ever
be perfect, but having in place rigorous and auditable processes and procedures can allow
an extreme adverse performance event to be distinguished from a failure by an investment
management firm to prudently discharge its fiduciary duties.

Risk scans generate risk exceptions based upon predetermined thresholds. Different
scans can be tailored based on the different portfolio types and can span ex ante active risk,
factor exposures, issuer concentration, and liquidity risks, as examples. The risk scan ingests
those specific risks, applies thresholds, and specifies associated logic to ascertain which of
those portfolios or positions should be flagged as potential exceptions requiring further
attention. For example, an algorithmic scan that flags large week-over-week (WoW) changes
in active duration, active spread duration, active risk, and P&L in a particular fixed-income
portfolio could require attention from a risk manager. For instance, a WoW active duration
change of 1.5 standard deviations relative to the portfolio’s history of changes might signal
the need for further investigation.

Multiple risk scans can be applied to an individual portfolio. For instance, each asset
class could have different risk scans defined to ensure appropriately comprehensive over-
sight. Thresholds that can flag exceptions from each risk scan must be defined, along with
scan frequency (i.e., daily, monthly). Risk scans must also have well-documented resolution
steps, including commentary on the exception, escalation, and rules for when a long-standing
exception should be re-reviewed.

Risk exceptions are generated when there is a breach above a predetermined threshold.
The exceptions then feed directly into a standardized and streamlined end-to-end workflow,
ensuring well-defined time frames for oversight and resolution. At BlackRock, risk managers
review and analyze exceptions and, depending on the situation, discuss the exception with
senior risk managers and portfolio managers. If there is a true exception, risk managers and
portfolio managers must communicate to understand the concern and the appropriate reso-
lution. Based on this oversight, the risk may be accepted or may, if there is a disagreement,
require additional escalation.

When the flow of risk exceptions is reviewed, some, even many, exceptions may be
deemed false positives, suggesting that algorithm enhancements may be required. At the same
time, when tuning the algorithm to reduce the number of false positives, care must be taken to
avoid permitting too many false negatives to go unattended. There is little science to precisely
guide how to balance the burdens of running down false positives versus the consequences
of having a false negative hurting clients’ portfolios and the reputation and long-term com-
mercial damage to the manager. Experience teaches that a wise manager learns to accept the
cost of escalating some false positives rather than letting a true risk management problem go
unattended.

Diligent risk managers should memorialize commentary regarding risk exceptions within
a defined time frame that is aligned with the frequency of the scan. Typically, risk managers at
BlackRock provide commentary 5 business days following the flagging of an exception. While
issues may persist, risk scans have a period for which the commentary associated with an iden-
tified exception expires. After an exception comment expires, commentary is refreshed within
a defined time frame. The defined period is utilized to avoid overburdening the risk managers
while at the same time recognizing that just because a risk exception may be allowed to per-
sist, conditions can be dynamic, and the assessment of the exception needs to be periodically
reviewed.
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In the event that a risk manager and portfolio manager cannot agree on how to handle
an exception, escalation protocols need to be put in place to address the issue with senior
management, including the head of the investment business or chief investment officer (CIO),
the chief risk officer (CRO).

While algorithmic scans will never replace the need for subject matter expertise or human
judgment, they do have the ability to enhance the breadth and depth of risk management. By
algorithmically scanning thousands of portfolios and detecting risk anomalies across a wide
range of criteria, risk managers can efficiently expand their scope and the accuracy of their
surveillance. With the proper software and work flows, risk managers can efficiently identify
and investigate risk exceptions through a consistent global framework, which feeds into a
standardized process to investigate, mitigate, and resolve exceptions. The following section
focuses on a specific risk scan framework—the RPT framework.

9.3 RISK AND PERFORMANCE TARGET (RPT) FRAMEWORK

The RPT framework is a particular type of risk scan that can be used to identify an important
class of risk exceptions. It has been employed at BlackRock for many years. Providing a struc-
tured approach to calibrate risk, the RPT framework aligns portfolio risk-taking with clients’
investment objectives and reasonable return expectations. The framework uses a standardized
process that compares ex ante risk estimates to predefined risk targets.

At BlackRock, risk ranges are developed through a collaborative process between port-
folio managers, risk managers, and, when appropriate, client businesses. Risk managers are
responsible for determining whether portfolios should be included in the RPT framework
and then defining the appropriate risk ranges.®> Alpha targets are an integral input for setting
risk ranges, as they seek to align actual risk taking to client performance expectations. Alpha
targets are agreed upon by the client businesses and portfolio managers, with input from
risk managers, as needed. Additionally, RPT risk ranges are determined based on a portfo-
lio’s investment objectives and, in some cases when client’s provide specific quantitative risk
expectations, set in accordance with those specific requirements defined in the IMA, fund
prospectus, or regulatory guidelines.

Depending on how the ex ante risk compares to the predefined risk ranges, at a given
point in time, portfolios are classified as being in different “risk zones” that help to determine
whether risk-taking is aligned with client expectations and guide risk management actions.
There are three risk zones in the RPT framework, which are defined as follows:

1. Target (Green Zone)—This zone is considered the “normal” or “target” range of
risk-taking for portfolios. Portfolios within the green zone require no action. In normal
market conditions, a risk manager should not be surprised to see a portfolio’s risk
fluctuate within the green zone.

2. Risk Alert High and Risk Alert Low (Amber Zone)—This zone suggests that risk-taking
may have diverged from levels considered to be “normal” but does not necessarily require
action. Risk managers should monitor risk levels and engage in regular discussions with
the respective portfolio managers, as appropriate.

3. Risk Waich High and Risk Watch Low (Red Zone)—This zone indicates that portfolios
have entered a region of risk-taking that is potentially inconsistent with the portfolio
objectives. This can occur at both the high (risk watch high) and low (risk watch low)
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risk-taking levels. Portfolios in the RPT red zone are considered risk exceptions and
require investigation and follow-up when they remain in the red zone for longer than
predetermined time frames. Experience has taught that there needs to be a certain level
of asymmetry to risk watch low and risk watch high exceptions. For example, a portfo-
lio that is in the risk watch low zone for a prolonged period increases the probability of
not achieving its alpha target. However, a portfolio that is in the risk watch high zone
may result in a total return loss in excess of a client’s reasonable expectation. While both
types of exceptions need to be addressed, more immediacy is required for a risk watch
high exception.

There are different approaches for setting risk zone ranges. Ultimately, this is a heuristic.
For example, risk managers can determine the risk zones based on what they believe is an
achievable information ratio (IR)*. The expected IR of a portfolio may, for example, be
limited by the presence of binding portfolio constraints, available investment opportunities,
historical IRs earned on otherwise similar portfolios, or results of systematic backtests. The
approach used to determine the target IR also depends on the product and data available.

Historical IR, when available, may provide a good initial estimate of the expected future
IR of a product. When both historical and back-test data are unavailable, the IR of the product
may be guesstimated based on the ability of the portfolio to modulate risk and the investment
universe and constraints. The IR can then be used to set achievable risk-and-return targets
dependent on any specific client objectives. Equations 9.1 and 9.2 can be used to determine
IR and expected reasonable risk level ranges:

Information Ratio (IR) = tive Return_ a (9.1)
Active Risk c

c=-2 (9.2)

Once a risk manager has determined the expected risk range for a portfolio, he or she
then needs to set appropriate thresholds. Exhibit 9.1 provides one example of a heuristic
methodology that can be used to calculate risk zone ranges by applying fixed multipliers to
the portfolio’s risk target. Employing a standardized methodology helps promote consistency
across portfolios. However, portfolio objectives, investment universe, and constraints may
influence risk ranges. Therefore, the exact range of calibration may not be applicable for all
portfolios.

Any particular portfolio’s risk may move through risk zones over time, as market condi-
tions and portfolio manager conviction levels vary. (Scientific active equity portfolios, which
optimize their holdings subject to a given level of risk, are rarely outside their risk zones.)
When a portfolio is in the red zone for a predefined period, risk managers investigate using
various risk measures to determine the root cause and what actions are needed. Tail risk mea-
sures can be evaluated to determine if risk levels fail to capture event/tail risks. Ex ante and

Risk Alert Low Target Risk Risk Alert High
30-40% * Target | 50-70% * Target | Determined by IR | 130-150% * Target | 160—200% * Target

EXHIBIT9.1 An Example of Risk Zone Ranges
Source: For illustrative purposes only.
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EXHIBIT9.2 An Example of RPT

Source: For illustrative purposes only.

ex post risk levels are also evaluated relative to alpha targets and realized returns to determine
if a portfolio is taking too much risk or too little risk.

Exhibit 9.2 provides an example of the RPT framework applied to a particular
fixed-income portfolio. As illustrated, a portfolio was in the green zone for over 2 months.
However, on March 19, 2022, the portfolio manager actively increased risk substantially
by increasing a high conviction position. This generated a risk exception through the RPT
process and was escalated and discussed with the portfolio managers, risk managers, and
CIO. Following those discussions, the portfolio manager reduced the position and the
portfolio’s ex ante risk was brought down to the upper levels of the green zone. This
example illustrates how risk managers and portfolio managers can interact through the
RPT Framework to ensure that portfolio risk positioning and performance is consistent
with client expectation and that portfolio managers are following established supervisory
investment processes.

9.4 GOVERNANCE

As previously discussed, a strong governance and control framework is necessary to oversee
a firm’s risk management practices. BlackRock has established a Portfolio Risk Ouversight
Committee (PROC) that oversees the implementation of pillar two (risk governance) of the
IRMP. Focusing on broad themes in risk taking, the committee is responsible for reviewing the
risk scan exceptions tagged by risk managers, including risk scans and RPT exceptions. The
end-to-end workflow established by the risk scans allows exceptions to be prioritized and for
the committee to focus on the most critical issues. The committee identifies and evaluates risk
exceptions across portfolios and monitors that appropriate escalation, follows up and reso-
lution occurs. The committee also reviews portfolios that have been added to and removed
from the universe of in-scope risk scans as well as any notable threshold changes. This is
done to make sure that administrative processes (or things even worse) do not inadvertently
disarm risk oversight.



224 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

At BlackRock, the PROC is chaired by the CRO and meets monthly to review risk excep-
tions and ensure proper follow-up occurs. Asset class leaders from the Risk & Quantitative
Analysis (RQA) group are members of the committee and are responsible for providing details
regarding escalated exceptions. The committee addresses any internal policy issues, regula-
tions, or questions regarding risk monitoring. Adhering to any new or revised investment
management requirements, the PROC also stays informed of changes to the scope of risk
scans and any applicable threshold and relevant portfolio risk exceptions.

Given the complexity and heterogeneity of investment risk management, a risk scan
framework facilitates scalable risk monitoring with improved governance and oversight. Pro-
viding a consistent approach to monitor risk across asset classes, the risk scan framework
allows for exceptions to be identified, investigated, and escalated, as necessary. High severity
exceptions can be flagged, and risk themes and patterns can be detected, increasing the chance
that there is laser focus on the right risk issues at the right time.

NOTES

1. Rory van Zwanenberg and Katie Day significantly helped to develop this chapter.

2. While this chapter focuses on fixed-income portfolios, risk scans and Risk and Performance Targets
can be applied to actively managed liquid portfolios across asset classes.

3. As a market value/total return concept, the RPT Framework may not be applicable for portfolios
managed to other objectives, such as income-oriented portfolios that are highly gain/loss constrained.

4. Sharpe ratios are typically used with absolute return products.
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10.1 INTRODUCTION

Ideally, risk managers act as independent and trusted advisors, ensuring key controls are
embedded in the investment process and followed. Rather than simply policing controls, effec-
tive risk managers help portfolio managers understand their risk exposures, return drivers,
and the benefits of a disciplined investment process. Behavioral finance—the intersection of
finance and psychology—complements traditional risk management methods to achieve these
goals, serving as another arrow in the risk manager’s quiver. It flags psychological or unin-
tentional motivations for risk-taking and can help portfolio managers be aware of biases that
can systematically degrade return.

This chapter focuses on the third pillar of BlackRock’s Investment Risk Management
Paradigm (IRMP), portfolio manager risk and return awareness, with a focus on behavioral
finance. Effective risk management requires regular interaction with portfolio managers to
discuss risk positioning and should include evaluating potential behavioral aspects of invest-
ing. People take risks—not computers. Therefore, it is critical for risk managers to work
together with portfolio managers, in close proximity, to ensure that the risks are properly
detected and understood and appropriately managed for clients. As such, risk managers need
to have a detailed understanding of the investment processes and portfolio management teams
to be able to articulate the risks and highlight cognitive blind spots or behavioral biases.

Deliberate, Diversified, and Scaled Risks

To help portfolio managers understand and manage portfolio risks and exposures, risk man-
agers use quantitative analytics and constructive challenge to assess whether risk taking is
deliberate, diversified, and scaled.

Risk managers need to help ensure that portfolio managers’ risks are deliberate, meaning
that the risk exposures in a portfolio are clearly intentional. The behavioral literature helps
inform risk managers to be on guard for common errors in risk comprehension, which

225
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can lead to unintended risk taking. If there are unintended bets, risk managers need to
suggest changes to the portfolio. For example, they can help the portfolio manager reduce
exposures or identify hedging strategies and other quantitative techniques to better manage
portfolio risk.

Risk managers should also help ensure that portfolios’ risks are diversified. Portfolios
should seek to be invested in a variety of securities with uncorrelated systematic factor expo-
sures as viewed through the lens of a risk model. Numerous behavioral biases such as over-
confidence, the illusion of control, and groupthink can lead to under-diversification. When
risk managers are involved in portfolio construction, they help portfolio managers to build
“risk-aware” portfolios that diversify risks.

Finally, risk managers help ensure portfolio bets and positions are scaled and aligned
with client expectations. As mentioned in Chapter 9, Risk and Performance Targets define
acceptable ranges of risk for a specific portfolio as a whole, but there may be situations where
the risk in a portfolio is either too low or too high relative to the client’s objectives. This may
be a result of a research view; however, risk preferences have been shown to be highly unstable
and can often shift due to causes outside of conscious awareness. Risk managers challenge
investors to scale risk up or down depending on how much risk the portfolio is taking relative
to targets. Another perspective on the implications of properly scaled bets is that the highest
conviction ideas should be the largest drivers of risk and return in a portfolio.

10.2 PORTFOLIO AND RISK MANAGER PARTNERSHIP

Effective risk management requires close communication between portfolio and risk man-
agers. Therefore, it is essential for risk managers to establish trust and credibility with the
investment teams. Additionally, the relationships with individual portfolio management
teams needs to be adapted based on the portfolio management team member’s temperaments,
the team’s investment strategy, clients’ objectives and expectations, along with behavioral
risks. To gain credibility, risk managers need to have subject matter expertise and a detailed
understanding of the investment processes, portfolio exposures, and the market environment.

Crucially, risk managers must maintain their independence—they are responsible for
ensuring that the risks are properly understood and managed without bias or inappropriate
influence from the portfolio management team. Risk managers need to provide construc-
tive challenge on both portfolio decisions and the process through which those decisions are
made. Ultimately, risk managers should strive to cultivate a relationship with the portfolio
management team that combines high trust and high challenge.

Risk managers and portfolio managers should meet regularly to discuss the portfolio’s
risk positioning and performance. The meeting frequency should be aligned with the invest-
ment strategy and process—riskier portfolios and higher turnover products need more fre-
quent portfolio and risk manager interaction than those that are less risky and have longer
horizons. To keep portfolio managers informed, risk managers should develop and use a
standard set of analytics and stress tests to discuss portfolio exposures under varying market
conditions. Increasingly, behavioral analytics are incorporated into this standard set of ana-
lytic tools. Additionally, risk managers need to stay closely connected to markets to provide
comprehensive and impactful insights into the portfolio. As translators of information, risk
managers use data and analytics to demonstrate potential portfolio impacts, even when the
focus is behavioral influences on decisions.
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By cultivating a trusted and close relationship with portfolio managers, risk managers are
uniquely suited to evaluate behavioral biases and blind spots. Since these are, by their very
nature, mistakes, it is natural for portfolio managers to feel defensive when they are identified
in an investment process. Through their regular interactions, knowledge of the investment
strategy and process, and by highlighting the shared goal of being a fiduciary to clients, risk
managers can cultivate the trust and respect of portfolio managers needed to enable them to
address and overcome their biases. Through the use of standardized analytics, debate, and a
bit of introspection, the goal is to deepen the understanding of actual risk-taking and drivers
of return.

10.3 BEHAVIORAL RISK MANAGEMENT FOR FIXED INCOME

While it may not seem to be the case given the highly technical and increasingly quanti-
tative nature of investment management, investing is a psychologically intensive endeavor.
Discipline, courage, and an ability to prevent emotions from corroding a sound intellectual
framework are keys to success according to Benjamin Graham and Warren Buffett. The British
economist John Maynard Keynes deduced that effective investing requires anticipating the
anticipations of other market actors. Truly a psychologically complex task.

Most professional investors will readily agree that psychology moves markets and matters
for their success.> However, the question of how to address this psychological component is
perplexing. Risk management provides a scientific approach to help address this challenge
by applying the behavioral literature, in which there has been substantial advances on two
questions integral for sound risk management:

1. What are the typical mistakes made in decisions under uncertainty?

2. When mistakes are identified, how do we facilitate learning or reduce the likelihood of
mistakes through the design of the decision-making environment?

The scale and variation of these “typical” mistakes, or biases, identified in the literature
are immense. While learning about biases is a good first step, the literature suggests that
education is not sufficient to change behavior. Instead, it is necessary to embed the insights
into investment processes and analytics to feed into everyday decisions and oversight.

The vast majority of this rapidly expanding field is devoted either exclusively to equities or
to allocation decisions between equities and fixed income.? In 2016, an editor of the Journal
of Behavioral Finance estimated that more than 90% of behavioral research relates to equities
or other asset classes other than fixed income.* As of January 2020, of the nearly 2,000 results
to a search on “behavioral finance” in the Social Science Research Network? only 28 citations
also contained the word “bonds,” 6 contained “fixed income,” and 23 contained “interest
rates.”

Though one could argue that the assessment of fundamental value is clearer cut for a bond
compared to a stock, the paucity of research in fixed income likely reflects the challenges of
studying this asset class rather than the lack of bias in fixed-income investing. One of the
challenges associated with studying biases in fixed income is availability and access to data.
Academic researchers generally have greater access to the trading history of retail investors,
but retail investors have limited access to buying bonds directly compared to the access they
have to numerous online equity brokerages. A more profound challenge is the multidimen-
sional nature of fixed-income investing. Research on equity fund managers typically analyzes
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decisions at the level of stock selection and return. In contrast, a single decision to purchase
a fixed-income instrument by a professional fund manager may reflect a decision regard-
ing the issuer, duration, exposure to broader credit market spread, or currency. Typically,
there are separate decision-making processes for macro exposures and for credit selection. It
is therefore important to reflect this multidimensionality in behavioral analysis. Any plau-
sible effort in this area will therefore rely on a robust fixed-income risk-and-attribution
model.

In this chapter, we present a set of analyses to identify potential behavioral biases by
fixed-income portfolio managers and provide case studies that illustrate that they are not
immune from these biases. This is accomplished by leveraging a suite of analytics that quan-
tifies the classic behavioral biases identified in equity investing, translated into a fixed-income
context. For example, to analyze credit selection, we focus on the spread risk component of
each issuer. More precisely, we analyze the portfolio’s active duration times spread (DxS) to
each issuer and each issuer’s performance over the portfolio’s benchmark in terms of per-
centage change in spread. When macro exposures are analyzed, we aggregate the portfolio’s
duration exposures, currency exposures, and spread exposures. These relevant exposures are
decided based on the investment universe of the portfolio, e.g., duration exposure typically
is separated out by country. We then set a delta threshold to infer an active decision from a
change in exposure.

Unlike the case of a traditional equity portfolio, which is oriented toward stock pick-
ing, most fixed-income portfolios are constructed with a strong portfolio orientation. To the
extent that a stock is bought or sold by a traditional equity portfolio, it is safe to assume that
a buy or a sell signals the outcome of the portfolio management process, including biases,
if any. In contrast, it is harder to infer a portfolio management processes’ bias from the buy
or sell of any particular instrument in isolation. Typically, many fixed-income trades tend to
involve the simultaneous buy and sell of multiple securities. Therefore, trying to infer port-
folio management intent (including trying to identify biases) by looking at them on a single
security trade basis is nearly pointless. Thus, behavioral analyses of fixed-income portfolios
need to rely on heuristics to infer the true intents of sets of trades, hence the establishment
to delta thresholds. In short, the analyses of fixed-income portfolios are likely to have less
resolution compared to their equity portfolio counterparts.

Guarding against blind spots, these fixed-income analytics reveal potential subconscious
influences on decisions that can lead to risk aversion or risk seeking that is not deliberate,
diversified, and scaled. Moreover, the analytics provide a competitive edge to the portfolio
management process to help understand its strengths and weaknesses.

The second approach to behavioral risk management goes beyond analysis of the deci-
sions themselves and examines the process by which decisions are made. Group dynamics
inevitably come into play, as most decision processes have a team context. Secondly, the
process should include guardrails to defend against bias resulting from knee-jerk reactions.
Finally, without proper feedback on mistakes, there will be no evolution over time. These
components make up the three main criteria for a framework to evaluate the investment
process:

1. Does the process fully employ the collective intelligence of the team?

2. Does the process include safeguards to diffuse the influence of “fast thinking” on
decisions?

3. What are the mechanisms to deliver feedback for continuous learning?
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10.4 DECISION-MAKING ANALYTICS

Decision-making analytics seek to quantify biases identified by behavioral finance using a
portfolio’s historical positions, exposures, and performance. When a bias is identified and
presented to the investment team, several postmortems on the decisions that underlie the bias
are included. Open positions that reveal a pattern consistent with a bias can be flagged for
further review. In addition to pointing out opportunities for improvement, these analytics
can help reinforce aspects of the investment process that are working well, including where
portfolio managers can potentially take on more risk. Recommendations can be revisited in
regular risk meetings.

There are a range of biases to explore, but this chapter focuses on two biases that stem
from the phenomenon known as loss aversion—the disposition bias and the endowment
effect.

10.4.1 Loss Aversion

A core tenet of behavioral finance is that utility is derived from gains and losses relative to
a neutral reference point rather than over total absolute levels of wealth, return, praise, etc.
This is illustrated through Kahneman and Tversky’s (1979) prospect theory value function.®
Exhibit 10.1 demonstrates that a loss is perceived as roughly twice as painful as an equivalent
gain is pleasurable. As a result, people tend to be risk averse for gains and risk seeking for
losses. We like to lock in gains because there is less marginal upside in further gain, yet we
are more willing to take risks to avoid the intense pain of loss.

Naturally, risk managers may question whether a string of poor performance puts the
portfolio manager “in the domain of losses” and thus induces a degree of irrational risk

Utility

Risk averse for gains

Losses Gains

v

Risk seeking to avoid losses

EXHIBIT10.1 Prospect Theory Value Function
Source: BlackRock. Based on concepts in Kahneman, D. and Tversky, A. (1979) Prospect theory: An
analysis of decision under risk. Econometrica 47(2), 263-291. https://doi.org/10.2307/1914185.
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seeking. In this situation, risk managers should offer constructive challenge if the portfolio
manager “doubles-up when down” or takes an extreme “Hail Mary” risk in an attempt to
turn around performance. However, risk managers may also observe the converse—after a
string of poor performance, the portfolio manager may struggle to find conviction in any
investment thesis. These two distinct patterns of behavior may seem inconsistent but can be
reconciled by considering whether the loss has been realized or not. Controlled lab studies”
show that paper losses tend to result in risk-taking in order to avoid the loss and go back to the
neutral reference point. In contrast, losing positions that have already been closed out tend to
be internalized, resetting the reference point, and are associated with subsequent risk aversion.

Complicating the issue of reference dependence further, people may arrive at different
decisions depending on which reference point is most salient at the time of the decision. At a
single point in time, the reference point for a portfolio manager may be the status quo (i.e.,
current portfolio performance), an initial value (price when position was opened), a metric
to evaluate performance (a benchmark), a goal one would like to achieve (alpha target), or
even a social comparison (for example, the return achieved by an overconfident peer).

In the subsequent analyses of the disposition effect, an incarnation of loss aversion that
is the tendency to hold losing positions too long, the reference point is determined by the
initial value of the position. Gains or losses are determined based on the active return of
the position relative to the cost of opening it. To analyze the endowment effect, overvaluing
positions already in the portfolio, the reference point is the current portfolio holdings. In this
case, reducing a position is considered a loss.

In the next section, case studies are introduced that demonstrate decision-making by
fixed-income investors across foreign exchange (FX) exposures, multiple macro exposures,
and credit selection. These case studies were chosen to illustrate the multidimensional nature
of fixed-income investing. However, we want to caution risk managers not to get lost in the
detail of individual exposures and to maintain ongoing communication with portfolio man-
agers to discuss their high-level perception on performance, particularly when performance
is challenged. Experience has taught us that irrational decision-making may arise when the
portfolio manager feels like he or she is behind, trying to catch-up, or has dropped out of
the race.

10.4.1.1 The Disposition Bilas One of the implications of loss aversion is the tendency to hold
losing positions for too long. Losing positions may be held for emotional reasons—to avoid
admitting defeat and experiencing the pain of a realized loss when closing the position. More-
over, the tendency to take risks to avoid losses can encourage “doubling down” in the hope
of getting back to the neutral reference point. Exhibit 10.2 illustrates three case studies that
demonstrate the disposition bias in FX exposures, macro-exposures, and investment-grade
credit selection.

The first case study is for a portfolio that takes a significant amount of risk on emerging
market currencies. Decisions are inferred based on changes to the FX exposure of the portfolio
through time. Once a decision threshold is defined, the associated P&L of each position can
be calculated to determine whether it is a gain or a loss relative to the fund’s benchmark.
The bias is measured by calculating the daily probability of realizing a paper gain and the
daily probability of realizing a paper loss. Realizing a paper gain is defined as taking profit by
trimming or completely closing a position with a positive return relative to the benchmark.
Similarly, realizing a loss is defined by reducing or stopping out completely a position that
has a negative active return. The 6-month rolling average for realized gains versus losses
based on FX exposures is shown in Graph 1.A in Exhibit 10.2. In this example the portfolio
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EXHIBIT10.2 Case Studies on the Disposition Bias
Source: BlackRock. For illustrative purposes only.

manager has a stable tendency to reap winners (black line) and run paper losses (gray line).
At the most extreme point, the probability of reaping a gain was two times the probability
of cutting a loss.

In itself, there may not be anything wrong with the pattern illustrated in Graph 1.A in
Exhibit 10.2. Maintaining conviction in losing positions is the right approach if the invest-
ment thesis is still valid. However, there are two reasons for caution. First, decisions should
be based on future-looking expectations, not the price paid in the past, creating this gain/loss
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reference point. Secondly, holding onto losers and reaping gains can take the momentum out
of a portfolio, which in some circumstances can be a potential source of positive return in
foreign exchange markets. Whether or not the bias is costly for a portfolio manager and for
different types of trades is an empirical question.

Thus, the next step is crucial—seeing whether the pattern consistent with the bias actually
has an impact on performance. To determine whether the bias is costly, the subsequent return
of losing positions held and winners reaped is reviewed. If the losers held underperformed
the winners reaped, it can be concluded that the bias has a cost. In this example we look at
subsequent performance over a 3-month window, but this can vary based on the typical time
horizon of the fund. The performance differential between losers held and winners reaped is
then weighted by the size of the positions to calculate the P&L impact of the bias. We take a
6-month rolling window of the P&L impact in Graph 1.B in Exhibit 10.2, revealing there is
a cost to the bias through time (which reached a maximum cost of 2.5%). In this case study,
an intervention was not necessary as the cost of the bias had already reduced to a negligible
level in line with an effort to reduce the fund’s turnover. However, the use of the analytics
generated productive discussion with the portfolio manager on how a mindset of “switching”
into a position with better future expectations, rather than “crystalizing” a loss, could reduce
the likelihood of the bias from reoccurring.

The second case study examines a fund that has a significant risk exposure to macro
bets, such as different countries’ duration and fixed-income asset classes (investment grade,
high yield, emerging market debt) as well as FX exposures. Since the gains realized exceed the
losses realized in Graph 2.A in Exhibit 10.2 and the P&L from the trades shown in Graph 2.B
is persistently negative, the graphs demonstrate that prior to April 2018, there was evidence of
the disposition bias with sizable cost. The risk management team intervened in April, offering
strategies to reduce the bias. These included revisiting the original investment thesis to see if
it was still valid, asking the question, “If you did not own it today, would you buy it?” and
having the thesis reviewed by a member of the team not originally involved in the position.
The investment team subsequently reported they adapted their process to more frequently
underwrite their original investment thesis, reducing the bias and the associated cost.

The third case study demonstrates how the disposition bias resulted in a P&L benetfit,
serving as a caution that it is not enough to quantify a bias without looking at the cost.
This example is for a fund in which most of the risk budget is allocated to credit selection.
In investment-grade credit markets in particular, risk managers should not assume that a
disposition bias imposes a cost. Since vanilla corporate bonds have a specified cash flow with
relatively low risk of default, the valuation of the security is less subjective compared to that
of, say, a technology stock. If the investment process is strong in screening out the issuers with
a high probability of default, a mean-reversion style of investing could be at times beneficial
to take advantage of short-term market mispricing.

Upon the behavioral analytics identifying the disposition bias, the portfolio manager
was not surprised and commented on his strong track record of trading against market
over-reaction. The portfolio manager’s preference to bet on mean-reversion translated to a
tendency to cut winners and hold on to losers. The disposition bias appears strongest in 2018
(shaded light gray in Graph 3.B of Exhibit 10.2) when the benefit to bet on the mean reversion
of losing positions was most pronounced.

10.4.1.2 The Endowment Effect The endowment effect is defined as the tendency to overvalue
something that one already owns. The endowment effect is another bias that relates to loss
aversion. The pain of giving up something one already owns requires a higher hurdle than the
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(imagined) benefit of acquiring something new. This bias resonates with anyone who finds
decluttering a house to be a tortuous task.

In the initial laboratory demonstration,® an experimental group was “endowed” with
some object, such as a coffee mug. Next, they were asked to report the lowest amount of
money they would be willing to accept to sell the mug.” Their prices were compared to a
control group who reported the highest price they would pay to acquire a mug. The market
did not clear—the prices people were willing to accept to sell far exceeded the prices peo-
ple were willing to pay. While this finding indicates the endowment effect can be induced
instantaneously, other work finds the effect strengthens the longer the ownership history.'?

In the context of investing, the endowment effect refers to the tendency of a portfolio
manager to overvalue positions already in their portfolio—simply because they own them.
While this bias can be tricky to quantify, we apply the finding that the endowment effect tends
to increase with the length of ownership history and look for evidence that positions are held
even after the investment thesis has come to fruition.

Specifically, we look at the returns generated throughout the lifetime of each trade by
aligning each trade at the inception date and observing the return generated within the first
3 months. For all trades held longer than 3 months, we then observe the return generated in
the next 3 months and so on. Because the amount of capital in each bucket diminishes as time
goes on, it is important to compare the annualized standalone return (return per unit of time
and weight) rather than the cumulative P&L contribution. In Exhibit 10.3, Graph 10.3.A
displays a pattern consistent with the endowment effect for a credit portfolio manager. In
this example, the analysis focuses on the return contribution from the spread component
only (active option-adjusted spread [OAS] return). Note that in credit markets, the impact of
the new issue premium can distort the results. If it is quite substantial, it can mimic the pattern
of the endowment effect. Therefore, we identify newly issued bonds and isolate the returns
generated in the first month of the issuance. Graph 10.3.A (Exhibit 10.3) demonstrates that
the new issue premium has minimal impact on the overall pattern, as highlighted in the light
gray portion of bar.

The behavioral research suggests that people are more likely to recall anecdotes rather
than analytics.!! Going through particular examples not only helps explain the analysis, but
it also encourages portfolio managers to re-live the decision as a postmortem exercise. The
key question that relates to this exercise is to understand whether the position was held even
after the investment thesis had come to fruition.

Graphs 10.3.B and 10.3.C in Exhibit 10.3 show two postmortem examples from the
case study with the credit selection portfolio manager. The DxS of the position relative to
the fund benchmark is used to show the weight of the position in the portfolio. (The face
value of the bond issuer is also shown in order to differentiate changes in weight due to
active decisions and due to market movements.) Additionally, active OAS return is shown
through time. Graph 10.3.B (Exhibit 10.3) illustrates a clear example where the bond per-
formed well and then rolled over approximately 10 months later. The portfolio manager
considered whether the position was held even after the investment thesis had materialized.
Graph 10.3.C (Exhibit 10.3) shows a more complicated example. The position was trimmed
but held at a substantial active weight until a credit event occurred. The team sold the position
at a sizable loss. This position was one of the long-term core holdings of the fund intended
to replicate the characteristics of the benchmark, typically of higher quality and with decent
carry. Here the portfolio manager reflected on adapting the investment process to more fre-
quently review core holdings. Like the disposition effect, the endowment effect is a bias which
can be reduced by asking oneself, “How much would I pay to own this¢” rather than asking,
“How much do I want to sell it for?”
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EXHIBIT10.3 The Endowment Effect in Investment Grade Credit Selection
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10.5 INVESTMENT PROCESS

At BlackRock, risk management plays an important role in the oversight and evolution of
investment processes. As an independent function, risk managers can freely call out risks or
inefficiencies in the investment process. As a centralized function, risk managers are posi-
tioned in the center of the network of investment teams, facilitating the transfer of best
practices from team to team. As an oversight function, risk managers can architect and enforce
disciplined processes that help ensure risk taking is deliberate, diversified, and appropriately
scaled.

Taking risks requires understanding the paths that result in the best outcomes in expec-
tation. A good investment process is not going to result in a good outcome all of the time
nor even most of the time. However, a sound investment process should it the investment
outcome in favor of success. The inherent uncertainty and efficiency of markets precludes per-
fect prediction. Investors recognize that they cannot get every call right, but inevitably market
volatility, a run of poor performance, or even personal or professional distractions can derail
confidence and focus. Under increased stress, the investment process is more likely to be mis-
applied or overridden. This is an opportunity for the risk manager to step in to renew the
portfolio manager or team’s faith in the process and draw them back to the necessary disci-
pline. There are several properties of an investment process that potentially biases outcomes
toward success. Risk managers can conduct an audit of the investment process based on a
framework that flags risks and highlights opportunities for improvement (see Table 10.1).
While this is illustrated through a fixed-income lens, the framework is applicable across asset
classes.

TABLE 10.1 Framework for Evaluating Behavioral Aspects of Investment Processes

Opportunities Risks
I. Leverage the Wisdom of Diversity Groupthink
the Crowds Only discuss shared
information/views
Independence Anchoring
Conformity
Decentralization Echo chambers
II. Bolster Deliberate Speed bumps Lack of documented trade
System II Thinking rationales
Action plans Lack of premortems
II. Continuous Learning Proper, frequent feedback Cannot separate individual and

group input
Cannot separate accurate
predictions from luck

Growth mindset Lack of postmortems
Leaders unwilling to examine
mistakes
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10.5.1 Leveraging the Wisdom of the Crowds

Many, if not the majority, of investment decisions in organizations are made in a group con-
text. Even if an investment process is primarily a solo operation, the individual portfolio
manager receives information through social, industry, and company networks. Therefore,
the first criteria, leveraging the wisdom of crowds, focuses on how well the investment pro-
cess leverages the collective intelligence of the team and the firm. Collective intelligence is
particularly important for fixed-income portfolios as different investment processes within
the same firm rely on forecasts of common macroeconomic variables (i.e., interest rates, GDP
growth, inflation), which have profound effects on returns.

As introduced in Chapter 5, James Surowiecki’s wisdom of the crowd phenomenon sug-
gests that the aggregated view of multiple individuals is typically more accurate than any
single individual in the crowd. There are numerous empirical validations of the wisdom of
crowds, ranging from decontextualized laboratory tasks to forecasts of real-world geopoliti-
cal and macroeconomic events.'?!3 One natural experiment on a casino “count the crystals”
task found taking five estimates over time from a single individual is only as good as taking
estimates from 1.5 individuals. Extrapolating from the data, infinite estimates from a single
individual is not as accurate as taking single estimates from two individuals.'*

The error canceling function of diversity. There is mounting evidence on the importance
of diversity (in the sense of different perspectives and/or points of view) and active fund
management is no exception. In addition to the empirical evidence, it can be shown mathe-
matically that diversity improves the accuracy of forecasts because diversity can cancel out
errors in individual forecasts. The overall error in the forecasts across a group of individuals
can be reduced by pooling their forecasts (E[x;]). Assuming the individual forecasts (x;) are
uncorrelated, the variation in individual estimates (Var[x;]) reduces the error in the forecast.
If 0 is the true value, then we have the following identity:

(Elx;] — 6)* = E[(x; — 6)*] — (Var[x;]) (10.1)

(E[x;] — 0)%, the error in crowd forecast, is always lower than the average error of indi-
vidual estimates E[(x; — 0)2], so long as there is variation in the views and some knowledge
in the crowd.

In the case of active fund management, suppose we have five equally skilled analysts gen-
erating forecasts for a particular issuer. If no other information is available, then a portfolio
manager is better off betting on the average estimate of all five analysts versus betting on the
forecast of any one analyst that may be randomly selected through time.'3 If there is informa-
tion in the population and enough diversity and independence in opinions, the errors in each
of the views will cancel out to result in a more accurate forecast. While it is often convention-
ally accepted wisdom that making good collective decisions focuses on consensus building
and compromise, surfacing dissent and the aggregating heterogeneous views will result in
better outcomes.

Unfortunately, aspects of our psychology make surfacing and processing diverse views
challenging. It is harder to communicate with and trust someone who does not share your
background, assumptions, and beliefs. Therefore, homogenous teams benefit from being able
to share complex information and reach decisions faster. However, numerous risks fall under
the umbrella of groupthink. When group harmony is valued above accuracy, there is a lack
of challenge and sense-testing ideas. While individual team members may have relevant and
unique information, information that is “common knowledge” is typically discussed because
it feels good to agree. Finally, since it appears on the surface that everyone is in violent agree-
ment, there is excess optimism in group decisions.
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Risk managers can work with investment teams to adopt processes to ensure that unique
views are aired in team discussions. For example, by administering a regular survey in which
each team member reports his or her current conviction on trades and market views prior to
meetings, the risk managers can lead a team discussion guided by the responses, with partic-
ular attention paid to team members with diverse views. Surveys supplement and structure
debate, which is the typical aggregation mechanism used by investment teams.

Independence is blind. Diversity can cancel out errors so long as the errors of the individ-
uals are uncorrelated. Thus, team members must maintain independent thought and have the
psychological safety to express it. This sounds simple enough, but again, psychology can get
in the way. For example, our aversion to sticking out from the herd can lead those who have
nonconsensus views to keep quiet. Conformity and deference to authority are other strong
forces that can lead team members to adopt the view of the team leader, particularly if he or
she is a dominant or highly revered leader.

Here again, administering surveys prior to team discussions can help ensure team mem-
bers are forming independent views rather than self-censoring when others voice their opin-
ions. Risk managers can use surveys to collect market views and then blind these views before
presenting survey responses to the rest of the team. In this way, people remain unbiased by
the source of the view, whether it be a junior analyst or a senior investor.

It is important for an individual to maintain independence of thought even within oneself.
Yet our psychology punishes inconsistency. We view people who are inconsistent in their views
as “flip floppers” who lack integrity. Within ourselves, we have a strong desire to see ourselves
as consistent as well. As a result, we may believe that changing our mind is a sign of weakness.
However, elite forecasters with persistent track records of exceptional performance strongly
disagree with these statements and strongly agree with statements like, “Allowing oneself to
be convinced by an opposing argument is a sign of good character.” This attitude, termed
active open-mindedness, allows people the freedom to have a series of views that are more
independent through time than the average forecaster.'®

Emergent benefits of decentralization. Markets are the ultimate example of a decen-
tralized aggregation mechanism. Price emerges from information aggregated across areas of
expertise and geographies. In order to cultivate the wisdom of the crowds in a local team
environment, mechanisms should encourage decentralized information gathering and spe-
cialization of expertise.

Evaluation of the team’s network structure is an indication of how permeable the mem-
brane of the team is to decentralized ideas and information or whether the team is at risk
of being in an echo chamber. An echo chamber forms in a network when a single idea is
repeated again and again because everyone in the highly connected network speaks to each
other. People come to believe the view due to repetition rather than on the merits of the
argument.!”

The risk of echo chambers can be assessed through discussion with the team or if network
data on team communication is available. Risk managers can use network analytics, such as
the clustering coefficient. Exhibit 10.4 shows the end points of the continuum of the clustering
coefficient. In the star configuration, the target team (in black) tends to speak to teams (in
dark gray) who do not speak much to each other. In the clique configuration, a team is more at
risk of being in an echo chamber. A decentralized network structure promotes both diversity
of thought and independence, while also increasing the chance of accessing expertise and
localized knowledge. These elements are crucial in cases in which the crowd is “wicked,”
that is, when the central tendency of the distribution of views is dead wrong.
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EXHIBIT10.4 Network Configurations for Evaluating Decentralization

Source: BlackRock. Based on concepts in Yang, S., Keller, F. B., and Zheng, L. (2017). Social
network analysis: Methods and examples. Thousand Oaks, CA: SAGE. https://dx.doi.org/10.4135/
9781071802847.

10.5.2 Bolster System Il Thinking

One of the many roles of a risk manager is to ensure that the risks taken are deliberate. In his
book Thinking, Fast and Slow, Daniel Kahneman (2011) adopts a model that distinguishes
deliberate thinking from automatic, intuitive heuristics. These heuristics or rules of thumb
are thought to serve us well most of the time but can sometimes steer us into systematic,
predictable mistakes. “Automatic System I” is fast and effortless, as it executes coordinated
mental programs in parallel. “Deliberate System II” is slow and serial, requiring self-control
and draining cognitive resources as it serially processes mental programs. Both systems can
learn and contain information. A good investment process harnesses both systems, but the
first step is to bridle System I thinking to stave off its associated behavioral biases.

Self-imposed speed bumps. A good investment process will introduce “speed bumps”
to curb System Ds fast thinking. System II needs time to process and reflect on information,
which can be achieved by simply writing down the reasons for the decision. Most investment
teams document the investment thesis and accompanying analysis as part of their process.
However, the documentation is often extensive during the research phase and sparse during
the execution and position management phase, which is when time pressure is more intense
and emotions are heightened for a live trade.

To introduce “speed bumps” into the investment process, an investment team can doc-
ument the rationale for every trade, including top-ups and trims. Further, some teams use a
shared “trade diary” for each position, where team members can pose questions and reflec-
tions and offer ongoing analysis.

For investment teams that want more from their documentation, verifiable predictions
can help by tying forecasts to a verifiable reality. Verifiable predictions tie the investment the-
sis to something observable that elucidates whether the thesis is valid or not. Instead of saying
“the spread on the bond will tighten,” verifiable probabilistic predictions detail whether the
bond will tighten over a specified time horizon and for what reasons, resulting in better feed-
back and analytics that help the team identify the team’s unique sources of alpha and their
limits.

Hold the reigns on uncertainty with plans. In the behavioral literature, a distinction is
made between “hot” and “cold” state decision-making, which maps loosely to System I and
System Il thinking. People tend to underestimate the influence of affect or visceral factors, such
as emotion, pain, hunger, temptations, on their decisions. As behavioral economist George
Loewenstein noted, “Affect has the capacity to transform us as human beings, profoundly; in
different affective states, it is almost as if we are different people. Affect influences virtually
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every aspect of human functioning: perception, attention, inference, learning, memory, goal
choice, physiology, reflexes, self-concept, and so on.”

The performance of a live trade triggers “hot” state decision-making for portfolio man-
agers, while thinking through how to manage an investment idea before it has been executed is
characterized as “cold” state decision-making. A portfolio manager is typically less encum-
bered with emotions when researching a view. However, emotions are normally triggered
based on how the idea performs. By documenting a trade action plan, a portfolio manager
or researcher can plan how he or she will manage the trade under different future states. Of
course, this plan requires updating as new information arises but provides a sound roadmap
to draw portfolio managers back to their original views that were untainted by visceral fac-
tors. If creating plans at the trade level is not feasible, the plan can be constructed at the
portfolio level, e.g., triggers to re-risk or de-risk the portfolio.

While hot and cold thinking both have their benefits and limitations, there is some debate
about whether acting on instinct has its advantages. While conventional wisdom states it
is only through experience that intuition is formed (e.g., trained chess players recognize a
pattern and form a strategy instantaneously), the latest research finds emotions are essential
for decisions.'® The emotion as information bypothesis competes with the more conventional
wisdom and suggests emotions contain information, particularly about risks or threats in the
environment.

When faced with uncertainty, action plans arm the portfolio manager with the benefit
of “cold state” or System II thinking, which involves planning, mental simulations of future
states. Action plans also help portfolio managers to consider who is on the other side of the
trade. Since group debates can become heated, one way to deal with different points of view
is to record potential reactions to different circumstances (e.g., what you will do if you are
wrong and your colleague is right?). Disagreements can turn from a debate of whether to
execute the trade to how the trade will be managed if different team members’ views turn out
to be a reality.

Risk managers can encourage teams to record action plans in order to document what
should be monitored to understand whether the investment thesis is still working. For
example, risk managers may assess perspective valuation by tracking the OAS of new issues.
Thresholds could be set to trigger required actions, such as adding, trimming, taking profit,
or stopping out the trade. For a single trade, several factors may be monitored, each with
several predefined triggers for action. If a trigger is breached, the team can meet to decide
whether to execute the plan. It may be that new information has invalidated the previous
plan. Thus, action plans are not simply triggers to act, they are also triggers to update or
re-underwrite the investment thesis.

Risk managers may have a rebellion on their hands for suggesting any form of addi-
tional documentation, especially since action plans can be particularly complex. However,
it is worth discussing action plans at least for the most concentrated positions or the most
influential factors that influence performance, such as duration. A good investment process
will set up decision-makers to have access to two different types of thinking when they must
make a decision. The risk manager must draw the investor back to the previously agreed plan,
particularly in times of extreme risk events.

10.5.3 Facilitate Continuous Learning

Learning flourishes when frequent and unambiguous feedback is available. However, invest-
ment time horizons are often measured in years, making statistically meaningful input sparse.



240 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

TABLE 10.2 Ego-Protective Barriers to Learning from Mistakes

Attribution bias Success is attributed to skill, and failure is attributed to bad luck.
Similarly, success is attributed to oneself, and failure is attributed to
others.

Overconfidence Most people, including experts, think they know more than they

actually do. Overconfidence can lead to excessive risk-taking and big
surprises when confidence intervals are too narrow.

Hindsight bias Once we know the outcome of an uncertain event, we have the sense
that it was inevitable and misremember our prior predictions in line
with what actually happened, aka, the “knew it all along effect.”

Outcome bias It is tempting to judge decisions by their outcome rather than the
process by which the decision is made or by taking into account the
role of chance.

Choice-supportive bias The tendency to ascribe positive characteristics to a choice after it has
been selected. The post hoc rationalizations we make for decisions
are often different and more optimistic than the logic that was the
basis for the decision.

Confirmation bias The tendency to selectively attend to evidence and generate reasons
that support your prior belief. This can lead to an unwillingness to
change one’s mind when new evidence presents itself; an inability to
update based on new information.

Even when time horizons are shorter, feedback is extremely noisy due to the stochastic nature
of markets. Further, it is difficult to make time for postmortems as portfolio managers’ time
is dominated by forecasting the future, not reliving the past. Even when time is carved out
for reviewing decisions, numerous biases that protect our egos may get in the way (see
Table 10.2).

Risk managers and professional athletic coaches oftentimes play similar roles. Profes-
sional athletes will watch replays of bad plays in order to improve, but they cannot succeed
without the help of a good coach. Similarly, risk managers can help portfolio managers iden-
tify their blind spots. Documentation is important, not just to stop “fast thinking,” but also
to create the “replay” of the decision process. A good coach will conduct the review focusing
not only on what happened, but also on the logic and the mindset driving the behavior.

Close feedback loops. Behavioral economist Richard Thaler offers simple yet sage advice:
“Write stuff down.”!® This helps ward off the hindsight bias, the tendency to misremember
one’s prior predictions in line with the actual outcome. If the hindsight bias interferes with
us knowing “when we got it wrong,” we are doomed to repeat the same mistakes over and
over and enter new decisions overconfidently. Further, the outcome bias leads us to judge
decisions by whether the outcome was positive or negative rather than the process by which
the decision is made or by taking into account the role of chance. Thaler asserts, “Any firm
that can distinguish skill from chance has a leg up.” By simply recording and revisiting the
decision rationale and prior predictions after a successful trade is closed, portfolio managers
benefit by seeing if they were right or if they were lucky. Reviewing after an unsuccessful trade
tells them if they were right but exogenous factors got in the way or if they were just plain
wrong.

In addition to supporting System II thinking, documenting speed bumps and action plans
can help to support continuous learning. It creates a record that brings color to postmortems
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and can even be codified for analysis. Verifiable predictions enable hit rates to be calculated
across different types of ideas. Verifiable probabilistic predictions keep the outcome bias in
check—if you are 60% confident, you should be right 60% of the time. Investment forecasts
must always be probabilistic due to the challenges of predicting the future and the stochastic
nature of markets. Aggregating across probabilistic forecasts helps give the portfolio manager
due credit for well-calibrated conviction and keeps overconfidence in check.

As previously discussed, most investment decisions are made in a group context. Here, the
attribution bias can get in the way, as people tend to attribute good outcomes to themselves
and bad outcomes to others. Further, since only the group investment decision is implemented,
individual team members have no way to track how a trade would have performed based
on their individual judgments. Hence, valuable learning opportunities are lost. This can be
rectified by completing a daily conviction survey on trades, where the risk managers are able
to compute the hypothetical P&L of the trade managed to each team member’s reported
conviction at the time.

Cultivate a growth mindset. When presenting analytics or conducting postmortems, risk
managers should be aware that for almost any human with a pulse, getting feedback on one’s
mistakes is painful. Just as important as the accuracy of the information is the subtext of the
conversations, because how well people learn from mistakes depends on their beliefs about
learning and intelligence.

A growth mindset? is the belief that talent is just the starting point and that abilities
can be developed through dedication and hard work. People who have a growth mindset can
overcome ego-protective biases when they believe that mistakes are opportunities to learn and
improve. In contrast, a fixed mindset leads people to view failure as evidence of an immutable
lack of ability and disengage. Empirically, those with a growth mindset show greater alloca-
tion of attention to mistakes and show better subsequent performance.

In the context of risk management, this highlights the importance of refraining from
labeling portfolio managers as “skilled” or “talented.” Instead, risk managers should focus
on the sophistication of the process, dedication, hard work, progress up the learning curve,
and a willingness to examine mistakes. Language should emphasize future performance, using
words like “yet/not yet.” Bad investments should be recast as a learning experience. Difficult
situations, such as periods of prolonged volatility and drawdowns, should be recast as oppor-
tunities to improve investment processes and build personal coping strategies that will be
useful later in careers. Looking at behavioral analytics that reveal systematic mistakes need
not be a painful experience if the identification of bias is framed as an opportunity. Random,
unsystematic mistakes are much more unfortunate as they are harder to correct.

Finally, risk managers should ensure portfolio managers have a protected learning envi-
ronment. Risk management should be independent from talent selection and compensation
decisions. This type of environment appeals to investors who are curious and willing to evolve
their process.

10.6 CONCLUSION

At BlackRock, risk management involves establishing a close but independent relationship
with portfolio managers. A great risk management function should engage closely with
the investment management process, but never lose its objectivity. This is much easier
said than done. By having in-depth knowledge of the investment process, risk managers
generate informed views of the investment teams’ strengths and weaknesses. Risk managers
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identify risks, exposures, and concentrations that the portfolio team may not be focused on,
helping to ensure that investment activities are consistent with client objectives and portfolio
management strategies. Risk managers review the investment process with an objective lens
and provide a different perspective to portfolio management.

The portfolio manager and risk manager relationship intensifies with the application of
behavioral finance. It shifts the microscope from risks in markets and portfolios to risks in the
psychology of the portfolio managers themselves, resulting in more intense scrutiny of system-
atic biases with decision-making analytics. It means moving the investment team away from
unilateral decisions from their lead portfolio manager. It means urging portfolio managers
to invest time in documentation and planning. It means holding portfolio managers to their
investment process even when extreme performance triggers overconfidence on the upside
and denial on the downside. Behavioral finance offers strategies to supplement traditional
risk management with tools that take human behavioral risks into account.

Ultimately, risk managers must cultivate a culture of trust and constructive challenge
with the portfolio management team. The trust derives both from the competence of the risk
manager and the sense that the risk manager “has the portfolio manager’s back.” Through
this perspective, challenge can be viewed as additive rather than a threat. Risk managers
should question rather than instruct, interpreting analytics as a team with a recognition that
constraints rather than bias may be driving the pattern. The art is deciphering post hoc
rationalizations or defensiveness from legitimate alternative explanations in order to drive
continuous improvement for clients.
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11.1  INTRODUCTION

Portfolio managers, especially those who are managing portfolios relative to a benchmark or
“benchmarked portfolios,” typically make investment decisions based on three questions:

1. How much of performance is generated from risk-on or risk-off positioning?

2. What part of performance is generated from specific sector exposures or asset class allo-
cation bets?

3. How much of performance is generated by selection decisions within an asset class?

Performance attribution analysis decomposes investment returns into their sources of
performance, providing portfolio and risk managers with a comprehensive understanding of
the drivers of performance and investment results.

Performance attribution has evolved to become a critical tool for risk managers. As the
fourth pillar of BlackRock’s Investment Risk Management Paradigm (IRMP), performance
attribution allows for the degree of consistency between intended bets and actual perfor-
mance to be determined. Over the last 30 years, various performance attribution models and
techniques have emerged, which can yield different results. Regardless of the approach, per-
formance attribution combines quantitative and qualitative measures to decompose invest-
ment results and helps portfolio managers understand the impact of various drivers on their
performance.

When determining the appropriate performance attribution approach, risk managers first
need to distinguish between portfolios that track a benchmark and those that do not. Bench-
marked portfolios tend to have more options to conduct performance attribution. However,
effective performance attribution can also be achieved for portfolios that do not explicitly
track a benchmark. A portfolio without a benchmark is a cash or hurdle-rate account, and risk
managers can perform effective attribution leveraging factor-based attribution, which is dis-
cussed later in this chapter. While there are a multitude of performance attribution approaches
and analytical techniques, this chapter focuses on Brinson and factor-based methodologies.

243
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11.2 BRINSON ATTRIBUTION AND BEYOND

Investment managers and their clients always look for insights into the efficacy of their
actions. What drove performance? Were managers’ actions consistent with their purported
investment styles? Introduced in 1986, Gary Brinson, Randolph Hood, and Gilbert Beebower
developed a framework to determine how distinct investment decisions impacted portfolio
returns over a specific period.> The market value Brinson model uses a weighting scheme to
assess positions and decomposes a portfolio’s active returns relative to a passive benchmark.
Originally, the Brinson model included three terms—allocation, selection, and a residual
cross-term. However, practioners have typically simplified the original model and analyze
portfolio performance based on allocation and selection measures.

Fixed-income benchmarked portfolios can leverage the Brinson framework to identify a
baseline and analyze performance based on allocation and selection decisions. Practitioners
can and generally do use Brinson attribution on returns that have been risk-adjusted, meaning
that the level and change in reference interest rates are stripped away to better quantify the
value-add from allocation and selection decisions.

Let us assume that the portfolio’s return over a certain period of time is R, while R,
represents the benchmark return over the same period of time. Given that w,; (w;,) is the
portfolio (benchmark) weight in sector 7 and Tpi (Th4) 18 the portfolio’s (benchmark’s) return
in sector i, the portfolio’s active return, the differential return between a portfolio and its
benchmark, in a given period can be expressed as:

R,—Ry= Y w,;-1pi— D wy; 1y, (11.1)
: ;

Using algebra, the right-hand side of Equation 11.1 can be rewritten:

= Y Wy —wy oy, — Ry) + D w0, iy = 13,) (11.2)
i i

The first term in Equation 11.2 measures a portfolio manager’s skill at allocating
market value to different sectors. It measures the performance generated by being over- or
underweight different sectors relative to the benchmark’s weights across an interval of time.
If the portfolio’s return in each sector equals that of the benchmark, then the portfolio’s
total active performance is equal to this first term. The second term in Equation 11.2 is the
portfolio-weighted difference in the sector returns of the portfolio versus its benchmark.
It measures the performance generated by a portfolio manager’s skill at selecting different
securities within a given sector. These selection decisions generate potentially different
returns in each sector for the portfolio relative to its benchmark. If the portfolio’s sector
weights are the same as its benchmark, then the portfolio’s total active performance is equal
to this second term.

Exhibit 11.1 is an intentionally simplistic example of market value Brinson attribution
with only two sectors in which the portfolio and benchmark can be invested.

Exhibit 11.1 shows a case where a portfolio manager only made allocation decisions,
and thus, the performance of Sector A and Sector B in the portfolio is the same as in the
benchmark. Using Equation 11.1, the portfolio sector return is 12.50%, compared with the
benchmark returns of 10%, demonstrating that the active performance is 2.50%. In this
example, portfolio returns were generated from allocation decisions only—the portfolio was
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Market Value %

Sector Returns

Sector Security

Port Bench Port Bench Allocation Selection
Sector A 50% 33% 20.0% 20.0% 1.67% 0.0%
Sector B 50% 67% 5.0% 5.0% 0.83% 0.0%
TOTAL 100% 100% 12.50% 10.00% 2.50% 0.00%

EXHIBIT11.1 Market Value Brinson Attribution
Source: BlackRock. For illustrative purposes only.

overweight the outperforming sector, generating a return of +1.67%, and underweight the
underperforming sector, generating a return of +0.83%.

Now consider an example where the portfolio and benchmark performance are not iden-
tical. In Exhibit 11.2, the portfolio manager makes the same allocation decisions within the
portfolio as he or she did in Exhibit 11.1. However, the portfolio’s securities in Sector A
underperform those in the benchmark (15% versus 20%), while the portfolio and benchmark
securities in Sector B perform the same.

Based on these assumptions, the active performance in Exhibit 11.2 is also 0.00%, as the
total return for both the portfolio and benchmark is 10.00%. However, in this example, while
positive returns were generated by the same allocation decisions (+2.50%) as in Exhibit 11.1,
these were offset by the negative selection in Sector A (-2.50%), which underperformed the
benchmark’s securities.

Brinson attribution allows a portfolio’s return to be viewed from multiple dimensions
by drilling down into sector and selection performance. Brinson is straightforward to calcu-
late and easy to interpret. As demonstrated, only market values and sector returns relative
to a benchmark are needed to analyze the impact of sector allocation and security selection.
However, Brinson cannot meaningfully be used outside of the context of a benchmark and
can be too coarse a method if the decisions analyzed are not material to the actual portfolio
performance. Additionally, basic Brinson does not analyze the impacts of being overweight
or underweight to the market. There is a limiting assumption associated with classic Brinson
attribution that goes beyond the lack of “market.” Brinson implies that the sectors and sub-
sectors reflect the scope of allocation decisions, and it assumes that securities were chosen in
the context of the sectors, which may not necessarily be true.

In practice, portfolios tend to have more than two sectors. Exhibit 11.4, while still
relatively simplistic, demonstrates Brinson attribution in a sample portfolio (Exhibit 11.3)
that contains three sectors and nine securities. At the sector level, Exhibit 11.4 illustrates

Market Value % Sector Returns

Sector Security
Port Bench Port Bench Allocation Selection
Sector A 50% 33% 20.0% 1.67%
Sector B 50% 67% 5.0% 5.0% 0.83% 0.0%
TOTAL 100% 100% 10.00% 10.00% 2.50% —2.50%

EXHIBIT11.2 Market Value Brinson Attribution
Source: BlackRock. For illustrative purposes only.
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Portfolio Weight = Benchmark Weight

(%) (%)
Corporate 60 50
ALTICE FRANCE SA 15 10
ANHEUSER-BUSCH INBEV FINANCE INC 15 10
CVS HEALTH CORP 10 15
GOLDMAN SACHS GROUP INC 10 15
PETSMART INC 10 0
Government 25 15
FHLMC REFERENCE NOTE 10 5
TENNESSEE VALLEY AUTHORITY 15 10
Securitized 15 35
CCCIT_07-A3 5 20
FORDF_18-2 10 15
TOTAL 100 100

EXHIBIT11.3 Sample Portfolio and Benchmark Weights
Source: BlackRock Aladdin. For illustrative purposes only.

that the portfolio is overweight corporate and government positions and underweight
securitized positions. The portfolio sector return is 275 bp, compared with the benchmark
of 198 bp, resulting in 77 bp of active performance. In Exhibit 11.4, the portfolio man-
ager’s decision to be overweight corporates was positive, resulting in one-third of returns
generated from allocation decision and two-thirds of returns were generated from security
selection.

Brinson attribution can be extended beyond the simple market value case by using
risk-adjusted weights and returns for each sector. In the remainder of the section, several
beta-adjusted attribution examples are reviewed, but first we will briefly discuss how to
conduct risk-adjusted attribution and how the formulas change.

Let us define the beta g, ; (§;,) as portfolio’s sector i beta to the benchmark, which can
be calculated:?

g, = i Re) (11.3)
PE 0 Var(R,) ’
Market Value % Sector Returns i
Sector Security
Port Bench Port Bench Allocation Selection
Corporate 60 50 441 351 35 54
Government 25 15 15 10 1 1
Securitized 15 35 45 62 (12) (3)
TOTAL 100 100 275 198 24 53

EXHIBIT 11.4 Brinson Attribution in Sample Portfolio
Source: BlackRock. For illustrative purposes only.
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Using these betas, Equation 11.1 can be rewritten:

pit b,i PN v N .
Ry, =R, = Z Ppitp.; - 5 Z Bpitp,; - 5. 2 Wy Tpi— Z Wy, Tpj (11.4)
i b bi i i
~ L T 5 . . .
where @0, ;= p,; - w,;and 7, ; = ﬂ—’ represents the sector’s beta-adjusted weight in the port-

i

folio and sector’s return per unit of beta respectively.
The total beta for the portfolio is:

By = X Wy = X Byitt (11.5)

Note that by definition g, =}’ f, w,,; = 1.
If the portfolio and the benchmark moved exactly according to their betas, then the active
performance of the portfolio will be equal to (B, = Bp) * Ry, where R, = 1;—:, which equals

R,. In such an example, returns would be generated from the amount that the portfolio is
overweight or underweight the benchmark in beta terms.

Performing a similar arithmetic slight of hand on Equation 11.3 that we used on
Equation 11.1, we get the following:

R, R, = (B, - fy)R, + Z@P”‘ —0y,) (s — Ry) + 2 Wyi Gpi = Tps) (11.6)
1 1

The first term on the right-hand side of equation is the active performance generated
from being overweight or underweight the benchmark in beta terms. The remaining terms
represent the standard attribution model, where the weights and returns are “beta-adjusted.”

To demonstrate beta-adjusted attribution, consider Exhibit 11.5, where the portfolio
manager makes the same allocation decisions as he did in Exhibit 11.1. However, now we
have the additional information that Sector A is four times riskier than Sector B, as measured
by their betas, 2.0 and 0.5, respectively.

In Exhibit 11.5, as in Exhibit 11.1, the portfolio outperformed the benchmark and the
active performance is 2.50%. Market value Brinson attribution suggested that the allocation
decisions drove this outperformance. However, now we consider the market beta associated
with each sector. Thus, we need to calculate the beta-adjusted market values along with the
beta-adjusted returns to understand the impacts of sector allocation and security selection.
Since Sector A and Sector B performed in line with their betas, beta-adjusted attribution
demonstrates that there was no sector allocation or security selection returns. The outperfor-
mance was, in this method, solely the result of the overall portfolio-level decision to be long
the market relative to the benchmark. Thus, the total active return equals the active beta 0.25
multiplied by the benchmark’s return 10%, which is equal to 2.50%.

Now consider another beta-adjusted attribution example (Exhibit 11.6), where the
portfolio manager makes the same allocation decisions as he did in Exhibit 11.5. However,
in this scenario, the portfolio’s returns in Sector A are assumed to underperform the
benchmark, resulting in no active performance. The fund-level beta allocation is 2.50%,
demonstrating that portfolio returns were generated due to exposure to a rising market.
Using the beta-adjusted weights and returns, there is no sector allocation, as the benchmark
beta-adjusted returns are identical to the overall return on the market. However, the portfolio
lost money due to security selection (-2.50%) because the portfolio’s beta-adjusted return in
Sector A is less than that of the benchmark.



Fund-Level

Market Value % Betas Sector Returns Beta-Adjusted MV%s Beta-Adjusted Returns B Beta_
Sector Security  Allocation
Port Bench Port Bench Port Bench Port Bench Port Bench Allocation Selection Return
SectorA  50% 33% 2 2 20.0% 20.0% 100.0% 66.7% 10.0% 10.0% 0.00% 0.0%
SectorB  50% 67% 0.5 0.5 5.0% 5.0% 25.0% 33.3% 10.0% 10.0% 0.00% 0.0%
TOTAL 100% 100% 125 1.00 12.50% 10.00% 125% 100% 10.00% 10.00% 0.00% 0.00% 2.50%

EXHIBIT11.6  Beta-adjusted Attribution

Source: BlackRock. For illustrative purposes only.
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Fund-Level
Market Value % Betas Sector Returns Beta-Adjusted MV%s Beta-Adjusted Returns . Beta_
Sector Security  Allocation
Port Bench  Port Bench Port Bench Port Bench Port Bench Allocation Selection Return
Sector A 50% 33% 2 2  15.0% 20.0% 100.0% 66.7% 7.5% 10.0% 0.00% 2.5%
SectorB  50% 67% 0.5 0.5 5.0% 5.0% 25.0% 33.3% 10.0% 10.0% 0.00% 0.0%
TOTAL 100% 100% 125 1.00 10.0% 10.0% 125% 100% 8.00% 10.00% 0.00% -2.50% 2.50%

EXHIBIT11.8  Beta-adjusted Attribution
Source: BlackRock. For illustrative purposes only.
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11.2.1 Comparing Market Value Brinson Attribution to Beta-Adjusted Attribution

If we compare market value Brinson attribution with beta-adjusted attribution, the drivers
of performance yield different results. Consider a portfolio manager who makes allocation
decisions by being overweight and underweight the benchmark, but both the portfolio and
benchmark returns are identical (10%). In Exhibit 11.7, the standard Brinson attribution
results suggest that there is no active performance, along with no sector allocation nor security
selection returns generated.

However, if we take risk into consideration and add the betas, Exhibit 11.8 demonstrates
that Portfolio A is four times riskier than Sector B. Therefore, if the market is up, the portfolio
manager should expect that Sector A returns would be four times greater than Sector B. Using
the beta-adjusted weights and returns, there is no active performance. However, fund-level
beta allocation is 2.50%, indicating that the portfolio generated returns from the up market,
but lost money due to sector allocation (-2.50%).

Comparing Brinson versus beta-adjusted attribution models, Exhibit 11.9 demonstrates
that the portfolio manager makes the same allocation decisions within a portfolio as he did
in Exhibit 11.7, by being overweight and underweight the benchmark. However, Sector A
underperforms the benchmark (15% versus 20%), while Sector B performs in line with the
benchmark (5%). Based on the results, there would be no active performance. Since the
portfolio is overweight the overperforming sector, performance was generated from sector
allocation (2.50%). However, these returns were offset by security selection (-2.50%), as the
portfolio returns in Sector A were less than the benchmark.

Exhibit 11.10 shows that the portfolio manager made the same allocation decisions as he
did in Exhibit 11.9. However, Sector A’s beta in the portfolio is 1.5, instead of 2. Again, if the
market is up, it would be expected that Sector A’s returns would be three times the amount of
Sector B. Therefore, even though Sector A underperformed the benchmark in absolute terms,
both Sector A and Sector B returns were in line with beta, and there was no attribution to
either sector allocation or security selection.

Performance attribution strives to analyze portfolio returns, relative to a benchmark, in
a way that is aligned with how the portfolio manager takes risks. Performance attribution
focuses on understanding the portfolio returns relative to the risks taken. There are many
risk measures that can be used to perform attribution. If a portfolio manager makes decisions
based on asset class, then performance attribution should be analyzed through an asset class
lens. Similarly, if the portfolio manager makes decisions based on ratings, then rating buckets
should be used to analyze performance. Ultimately, performance attribution should be aligned
with the way investors make decisions.

Market Value % Sector Returns 5
Sector Security
Port Bench Port Bench Allocation Selection
Sector A 50% 33% 0.00% 0.0%
Sector B 50% 67% 0.00% 0.0%
TOTAL 100% 100% 10.0% 10.0% 0.00% 0.00%

EXHIBIT11.7 Brinson Attribution
Source: BlackRock. For illustrative purposes only.



Fund-Level

Market Value % Betas Sector Returns Beta-Adjusted MV%s Beta-Adjusted Returns N Beta.
Sector Security  Allocation
Port Bench Port Bench Port Bench Port Bench Port Bench Allocation Selection Return
SectorA  50% 33% 2 2 10 10.0% 100.0% 66.7% 5.0% 5.0% -1.67% 0.0%
SectorB 50% 67% 0.5 05 10 10.0% 25.0% 33.3% 20.0% 20.0% —-0.83% 0.0%
TOTAL 100% 100% 125 1.00 10.0% 10.0% 125% 100% 8.00% 10.00% —2.50% 0.00% 2.50%

EXHIBIT11.8 Beta-adjusted Attribution
Source: BlackRock. For illustrative purposes only.
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Market Value %

Sector Returns

Sector Security

Port Bench Port Bench Allocation Selection
Sector A 50% 33% 20.0% 1.67% -2.5%
Sector B 50% 67% 5.0% 5.0% 0.83% 0.0%
TOTAL 100% 100% 10.0% 10.0% 2.50% -2.50%

EXHIBIT11.9 Brinson Attribution
Source: BlackRock. For illustrative purposes only.

11.3 FACTOR-BASED ATTRIBUTION

An alternative approach, factor-based attribution, breaks down portfolio returns across mul-
tiple factors, providing portfolio managers with a rich set of return factors to understand
their investment thesis and mandate. Factor-based attribution leverages the risk models that
are used to calculate ex ante risk to describe performance of benchmarked or nonbench-
marked portfolios. As the converse of ex ante risk calculations, factor-based attribution data
are derived from historical time series of the factors and their returns. Ex post attribution can
be performed given exposures and returns over a given period.

Factor-based attribution can be used to decompose portfolio performance into different
components to determine whether or not investment returns are aligned with the portfo-
lio manager’s investment thesis. A fixed-income portfolio and each underlying securities’
returns within the portfolio can be evaluated based on factor and idiosyncratic risk exposures.
Factor-based attribution allows portfolio performance to be broken down into a parametric
component (i.e., returns due to factor exposures) and an idiosyncratic component. Addition-
ally, the factor model can be used to further break down the parametric component into
(1) returns from the overall market exposure (i.e., returns from beta) and (2) returns from
factor exposures that are orthogonal to the market (i.e., residual factor returns).

Factor-based attribution calculates how much market risk a portfolio assumes on its
own or relative to a benchmark and can be used to determine how much of the return comes
from the market beta. Generating a comprehensive set of decomposed returns, factor-based
attribution demonstrates the impact of being overweight or underweight factor exposures,
such as industries, maturities, or style-factors.

Using the sample portfolio and benchmark weights from Exhibit 11.3, Exhibit 11.11
illustrates factor-based attribution. Table 11.1 shows the individual returns for each security
by factor, while Table 11.2 demonstrates how those factors contribute to active portfolio
return. Table 11.3 aggregates performance results at the sector level, which can be used as a
point of comparison to Brinson attribution.

In Exhibit 11.11, the portfolio is overweight corporates and government positions and
underweight securitized positions. Factor-based attribution indicates that during the time
period, the portfolio generated positive returns from corporate spreads (84 bp), carry (18 bp),
and asset-backed securities (ABS) spreads (4 bp). However, these returns were offset primarily
by negative idiosyncratic returns (—24.9 bp).

If we compare the Brinson attribution results from Exhibit 11.4 with the factor-based
attribution results (Exhibit 11.11-Table 11.3), different stories emerge as to what is driving
performance. In both cases, the results indicate that the portfolio generated returns from being
overweight corporate positions and lost money for being underweight securitized positions.



Fund-Level

Market Value % Betas Sector Returns Beta-Adjusted MV%s Beta-Adjusted Returns N Beta_
Sector Security  Allocation
Port Bench Port Bench Port Bench Port Bench Port Bench Allocation Selection Return
Sector A 50% 33% 15 2  15.0% 20.0%  75.0% 66.7% 10.0% 10.0% 0.00% 0.0%
SectorB  50% 67% 0.5 0.5 5.0% 5.0% 25.0% 33.3% 10.0% 10.0% 0.00% 0.0%
10.00% 10.00% 0.00% 0.00% 0.00%

TOTAL 100% 100% 100 1.00 10.0% 10.0% 100% 100%

EXHIBIT11.10  Beta-adjusted Attribution
Source: BlackRock. For illustrative purposes only.
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However, by taking a closer look at how much of performance is attributed to allocation and
selection, there is a difference between the two examples.

In the Brinson attribution example, the portfolio generated returns by being overweight
corporate positions, i.e., allocation to corporate positions generated 35 bp of return while
selection decisions generated 54 bp. However, factor-based attribution analyzes the results
differently, by looking at the different factors to determine whether selection or allocation
contributed to returns. In Exhibit 11.11, the portfolio’s performance was largely driven from
corporate spreads, which resulted in 85 bp of return. However, idiosyncratic returns were
quite weak in the portfolio. Specifically, the largest idiosyncratic loss came from PetSmart
(18 bp).

Diving further into the example, the factor-based attribution results indicated more pos-
itive performance from being overweight corporate spreads than the Brinson attribution
results. Factor-based attribution considers how risky and exposed individual securities are
to the factors. The PetSmart corporate bond was a particular risky bond. During a period
of strong performance for corporates, the factor-based model would expect significant per-
formance from the bond. However, PetSmart underperformed resulting in negative idiosyn-
cratic risk. Market-value Brinson attribution did not take the riskiness of the security into
consideration.

Portfolio and risk managers can use the contribution by individual security (Table 11.2)
to gain more insight into allocation and selection decisions. While the portfolio generated
returns, the factor-based attribution analysis indicated that the portfolio lost money due to
selection (idiosyncratic) decisions. As illustrated, both Brinson attribution and factor-based
attribution can be used to analyze performance drivers. However, the approaches generate
different results due to their methodologies. Analysts must be very thoughtful when drawing
inferences from these different approaches.

EXHIBIT 11.11  Factor-Based Attribution. This Exhibit 11.11 comprises of Tables 11.1, 11.2 and 11.3.

TABLE 11.1  Security Return Breakdown by Factors

Corporate Agency ABS Total
Carry Rates Spreads Spreads Spreads Idio (bp)
TENNESSEE VALLEY AUTHORITY 32 34 0 —43 0 (38) (15)
ANHEUSER-BUSCH INBEV FINANCE INC 48 39 279 0 0 38 404
CCCIT_07-A3 37 54 0 0 =21 22 92
FHLMC REFERENCE NOTE 29 54 0 -14 0 (9) 60
CVS HEALTH CORP 40 48 273 0 0 24 385
FORDF_18-2 28 20 0 0 -17 (10) 21
GOLDMAN SACHS GROUP INC 30 8 86 0 0 24 148
ALTICE FRANCE SA 74 35 467 0 0 (27) 549
PETSMART INC 193 17 650 0 0 (179) 681

Source: BlackRock Aladdin. For illustrative purposes only.



TABLE 11.2  Active Portfolio Return Contribution by Security

Corporate Agency ABS
Portfolio Benchmark Active Carry Rates Spreads Spread Spreads Idio Total (bp)
Weight Weight ~ Weight Contribution Contribution Contribution Contribution Contribution Contribution Contribution
TENNESSEE VALLEY 15.0 10.0 5.0 1.6 1.7 — (2.2) — (1.9) (0.7)
AUTHORITY
ANHEUSER-BUSCH 15.0 10.0 5.0 2.4 2.0 14.0 — — 1.9 20.2
INBEV FINANCE
INC
CCCIT_07-A3 5.0 200  (15.0) (5.6) (8.1) — — 32 (3.3) (13.8)
FHLMC REFERENCE 10.0 5.0 5.0 1.5 2.7 — (0.7) — (0.5) 3.0
NOTE
CVS HEALTH CORP 10.0 15.0 (5.0) (2.0) (2.4) (13.7) — — (1.2) (19.2)
FORDE_18-2 10.0 15.0 (5.0) (1.4) (1.0) — — 0.9 0.5 (1.1)
GOLDMAN SACHS 10.0 15.0 (5.0) (1.5) (0.4) (4.3) — (1.2) (7.4)
GROUP INC
ALTICE FRANCE SA 15.0 10.0 5.0 3.7 1.8 23.4 — — (1.3) 27.5
PETSMART INC 10.0 - 10.0 19.3 1.7 65.0 - - (17.9) 68.1
TOTAL 100.0 100.0 — 18.0 (2.1) 84.4 (2.9) 4.0 (24.9) 76.5

Source: BlackRock Aladdin. For illustrative purposes only.

(Exhibit 11.11 Continued)
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TABLE 11.3  Active Portfolio Return Contribution by Sector

Corporate Agency ABS Total
Active Carry Rates Spreads Spreads Spreads Idio (bp)

Weight Contribution Contribution Contribution Contribution Contribution Contribution Contribution
Corporate 10 22 3 84 — — (20) 89
Government 10 3 4 — (3) — (2) 2
Securitized (20) (7) (9) — — 4 (3) (15)
Total — 18 @) 84 3) 4 (25) 77

Source: BlackRock Aladdin. For illustrative purposes only.

11.4 EQUITY FUNDAMENTAL FACTOR-BASED ATTRIBUTION

Just as factor-based attribution can be performed for fixed-income securities, so too can it be
calculated for equity portfolios. In Table 11.4, for simplicity, we consider an equally weighted
five-stock portfolio with a one-stock benchmark. We will examine the attribution of the mar-
ket’s return over a 1-day period.* In this case, we set the benchmark to be 100% Apple.

Using market-value factor-based attribution (Table 11.5), factors considered include style
(e.g., growth, value), industry, country, and currency. Every security in the universe has expo-
sures to these factors calculated from fundamental and statistical data. The sum product of
each security’s exposures vector and the universe’s factor returns yields the factors-only mode
of equity factor attribution. The remaining return that is not attributable to factors is defined
as “stock specific,” or the idiosyncratic portion of a security’s return that is unexplainable by
factors. These may include company specific events such as earnings, mergers, acquisitions,
and the like.

Similar to beta-adjusted factor-based attribution for fixed-income securities, we can per-
form the same attribution for equities. This involves attributing a portion of return to the secu-
rity’s beta, then beta-adjusting factor returns to avoid double counting the beta component.

Table 11.6 demonstrates that over the 1-day period, Apple was a major contributor
to the portfolio’s performance. Using market-value factor-based attribution, much of the
outperformance can be explained by style factors (Exhibit 11.12). However, the beta-adjusted

TABLE 11.4  Five-Stock Portfolio with Apple as the Benchmark

Portfolio Benchmark Active Return Beta to
Security Weight (%) Weight (%) Weight (%) (%) Benchmark
Apple 20 100 —-80 —4.44 1.00
AT&T 20 0 20 0.50 0.16
Chevron 20 0 20 -1.08 0.52
Tesla 20 0 20 1.52 0.68
Walmart 20 0 20 -1.80 0.20

Source: BlackRock Aladdin, January 31, 2020. For illustrative purposes only.
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TABLE 11.5 Market-Value Factor-Based Attribution

Stock Contribution

Style Industry Country Currency Specific to Active

Contribution Contribution Contribution Contribution Contribution Return
Security (%) (%) (%) (%) (%) (%)
Apple 1.73 0.80 0.04 0.00 0.98 3.55
AT&T -0.35 0.21 -0.01 0.00 0.24 0.10
Chevron -0.36 -0.10 -0.01 0.00 0.26 -0.22
Tesla -0.40 0.16 —0.01 0.00 0.55 0.30
Walmart -0.33 0.03 -0.01 0.00 -0.05 -0.36

Source: BlackRock Aladdin, January 31, 2020. For illustrative purposes only.

TABLE 11.6 Beta-Adjusted Factor-Based Attribution

Stock Contribution

Beta Style Industry Country Currency Specific to Active

Contribution Contribution Contribution Contribution Contribution Contribution Return
Security (%) (%) (%) (%) (%) (%) (%)
Apple 3.55 0.03 -0.25 0.02 0.00 0.20 3.55
AT&T -0.15 -0.10 0.11 0.00 0.00 0.24 0.10
Chevron -0.47 0.02 -0.12 0.00 0.00 0.36 -0.22
Tesla -0.60 0.13 0.22 0.00 0.00 0.55 0.30
Walmart -0.18 —0.08 -0.06 0.00 0.00 -0.05 -0.36

Source: BlackRock Aladdin, January 31, 2020. For illustrative purposes only.

factor-based attribution provides additional information into securities’ exposure to the mar-
ket. The market, Apple, was down 4.4%. Given that the portfolio held 20% Apple, the
portfolio is 80% underweight Apple relative to the market. The large negative exposure to
the market explains a much larger portion of outperformance in the beta-adjusted mode
(Exhibit 11.13) compared to the market-value mode (Exhibit 11.12).

Consider AT&T and Tesla. The former has the lowest beta to the market, whereas the lat-
ter has the highest. Accordingly, using beta-adjusted factor-based attribution, beta detracted
the least in AT&T and the most in Tesla (Exhibit 11.13).

Beta-adjusted factor-based attribution provides additional risk information into secu-
rities’ market exposure in addition to factor exposures. Without considering beta-adjusted
factor-based attribution, it would appear that the outperformance from Apple is driven pri-
marily by style; however, most of the outperformance can be explained by market exposure
being more intuitive given the portfolio’s rather large negative exposure to the market. As pre-
viously illustrated, different approaches to performance attribution generate different results
due to their methodologies. To be as relevant as possible, performance attribution should
be aligned with the way investors make decisions. Alternatively, in some cases, the rigor
of particular attribution methodology can become compelling to portfolio managers and,
over time, can become a major element in how portfolio managers come to think about
how they add or subtract risk from a portfolio. In these cases, the attribution methology
becomes, in effect, the language that describes key aspects of the portfolio management pro-
cess itself.
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EXHIBIT11.12 Market-Value Factor-Based Attribution
Source: BlackRock Aladdin, January 31, 2020. For illustrative purposes only.
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EXHIBIT 11.13  Beta-Adjusted Factor-Based Attribution
Source: BlackRock Aladdin, January 31, 2020. For illustrative purposes only.

NOTES

1. Vess Tomin, managing director in the Financial Modeling Group, has been leading the development
of performance attribution for BlackRock Solutions.

2. Brinson, July/August 1986.

3. Note that one does not have to use beta to risk adjust the Brinson methodology. In place of beta in
the analysis, spread duration or duration times spread (DxS) could also be used.

4. January 31, 2020.
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12.1 INTRODUCTION

The world of investing has become increasingly competitive and complex, which necessarily
drives investment management firms to deliver superior value to clients, shareholders, and
employees. To this end having a performance measurement framework that is consistent,
robust, and transparent is critical. BlackRock’s fifth Investment Risk Management Paradigm
(IRMP) pillar, performance analysis, focuses on reviewing a portfolio’s performance rela-
tive to the benchmark, peers, and other comparable accounts. While helpful at a manager
level, some traditional performance measures, such as percentage of assets under manage-
ment (AUM) outperforming the benchmark, lack necessary granularity. Other measures, such
as the information ratio, are useful on a portfolio-by-portfolio basis but can be difficult to
interpret when aggregated across various products.

This chapter focuses on how to meaningfully measure aggregate platform performance
in active and index investment processes, especially across a heterogeneous set of funds with
different benchmarks and risk and performance targets. Performance analysis complements
and sits on top of fund-level performance attribution, which focuses on bottom-up analysis
and was previously discussed in Chapter 11.

In the active space, the industry standard methodology, calculating the percentage of
AUM outperforming the benchmark or a peer group median, has several drawbacks, includ-
ing its binary nature, embedded survivorship bias, and failure to account for the varying
risk-return profiles of different portfolios. As an alternative, this chapter introduces the con-
cepts of alpha target ratio, weighted peer percentile, and alpha dollars as attempts to address
these limitations.
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In the index space, as a metric, the percentage of AUM within or above predefined perfor-
mance tolerances is binary in that it does not differentiate between meaningful performance
improvements or issues over time across exposures, regions, or vehicles even if a portfolio
is within tolerance. Similarly, this approach often does not necessarily differentiate between
tracking error contributions that are within a portfolio manager’s control and tracking error
attributable to exogenous factors. These limitations are addressed using direct tracking basis
points, which are detailed later in the chapter.

Performance analysis is a critical component of the investment process. An appropri-
ate performance analysis framework needs to balance applicable metrics that provide suffi-
cient granularity while retaining the ability to meaningfully aggregate measurements across
products.

12.2 PERFORMANCE GOVERNANCE

Performance governance requires an independent and objective review of investment teams,
portfolio managers, and the performance of the individual portfolios managed. Organization-
ally, ideally, the team responsible for officially measuring performance should be separate and
independent from the investment teams. But while independence of the performance gover-
nance function is preferable, the measurement function cannot be done in a vacuum. A strong
partnership among stakeholders, including investors, product managers, and risk managers,
and financial control should be established.

To be effective, the performance governance function must ensure investment perfor-
mance is measured consistently, using standard metrics wherever possible. A coordinated
and consistent approach enables the ability to conduct “product health reviews,” which are
not limited to performance metrics (measured on an absolute, active, and risk-adjusted basis)
but can also include business objectives (e.g., profitability, sales growth, and operating effi-
ciency). A detailed product health review will also include competitor analysis and industry
dynamics that may influence the portfolio under review.

12.3 PERFORMANCE METRICS

Performance measurement can be divided between active versus index managed portfolios.
Understanding these metrics provides risk managers with the ability to generate comprehen-
sive and detailed performance analysis. However, the strengths and weaknesses of both active
and index performance measures need to be understood.

12.3.1 Active Performance NMeasurement

While actively managed portfolios can be evaluated using a variety of metrics, the two
most common are (1) performance versus benchmark and (2) performance versus an appro-
priate peer group. Each of these metric helps to inform a different aspect of a portfolio’s
performance.

An active portfolio’s performance relative to its benchmark, or a portfolio’s active perfor-
mance, shows the return a portfolio generates relative to its benchmark. Active performance
can be measured on a gross or net of fee basis and across various periods, with the most
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common periods being 1 month, year to date, 1 year, 3 years, and 5 years.! Active perfor-
mance is frequently also measured against an alpha target.” A general rule of thumb suggests
that a portfolio’s gross alpha target be three to four times its fees, though depending on
the risk characteristics and objectives of the portfolio, the target may slightly differ. Mainte-
nance of this margin aims to let clients receive an adequate amount of alpha above what is
contractually paid out to portfolio managers.

An active portfolio’s performance versus its peers can be measured as a percentile
rank, or peer percentile, within an appropriate peer group. For example, a portfolio with
a peer percentile of 25 has underperformed 25% of its peer group, outperforming 75%
(a lower percentage is by convention better). Multiple factors impact the peer percentile
calculation, including the peer group vendor, methodology, share class, return type, and
filtering.> Peer percentile methodologies should ideally be aligned internally, but this is
not always possible given the complexity of portfolio strategies and varying suitability of
vendor-defined peer groups. For instance, some peer groups are rather heterogeneous, such
as outcome-oriented, liquid alternatives, or cross-border categories. Due to these differences,
a different vendor-defined peer group or a custom-defined peer group may need to be used.
In certain cases, a proper peer group may not be available at all.

When used together, a portfolio’s active performance and peer group percentile
can reveal important information concerning the market environment and competitive
landscape, in addition to the portfolio manager’s effectiveness. As an example, during
highly volatile market periods when asset class correlations are high and systematic risk
primarily drives returns, portfolios within a peer group may exhibit clustering. That
is, a small difference in returns may cause a significant difference in peer percentiles.
Consider a case where a particular portfolio has poor active returns but a strong peer
percentile, which implies that while the general strategy of the portfolio may be challenged
within the universe of managers competing in that particular strategy, the portfolio is
doing well. Such a finding might lead investors to question the value of investing in the
strategy while retaining respect for their particular manager. Aligning and comparing
gross and net active performance and peer percentiles can result in better insights for
clients into performance returns. Peer percentiles and active performance complement
each other, and both are important tools when seeking to develop an understanding of
performance.

Techniques exist to allow active performance and peer percentiles to be aggregated to
describe a portfolio’s overall performance when measured across multiple time horizons.
The following sections discuss three types of actively managed portfolios performance
metrics.

12.3.1.1 Alpha Target Ratio The alpha target ratio (ATR) is a measure of the percentage of
an alpha target a portfolio has generated over a corresponding period. The inclusion of
the ATR ratio in portfolio review discussions can incentivize portfolio managers to engage
in appropriate risk taking by not excessively penalizing or rewarding them for outlier
returns.

The ATR can be transformed into a composite derived from a weighted average of multi-
ple time horizons. As an example, one could use the trailing 1-year, 3-year, and 5-year ATRs
(e.g., 20% on 1year, 50% on 3years, and 30% on 5 years). However, the ATR depends
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on the number of years since a portfolio’s inception, ;... and as such, other time horizon
combinations can be considered:

r#XATR1+LXATR3+L
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The various ATRs can also be floored or capped to enhance aggregation and to limit
the incentive for taking on excessive risk. Assuming alpha targets and benchmarks are set
consistently and appropriately, the ATR can be aggregated across multiple portfolios and
portfolio mandate types with the user’s preferred aggregation method, such as AUM-weighted
average, simple average, etc.

12.3.1.2 Weighted Peer Percentile The weighted peer percentile is similar to the ATR in that it
is derived from a weighted composite of the trailing 1-year, 3-year, and 5-year peer percentiles.
However, unlike the ATR, the peer percentiles of each period underlying the weighted peer
percentile are bounded by 1 and 100. The efficacy of this metric is highly dependent on the
selection of an appropriate peer set, similar to how the value of the ATR metric depends on
benchmark and target setting. Note that the P, also depends on the number of years since
a portfolio’s inception, ¢,
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12.3.1.3 Strengths and Weaknesses of the ATR and Weighted Peer Percentile ATR and weighted peer
percentile measures aim to improve upon one of the most commonly reported performance
metrics in the investment management industry today: the percentage of current AUM that
is above the benchmark or above the peer median.

For three reasons, the percentage of current AUM above the benchmark or peer median
is necessary but not necessarily sufficient for understanding performance:

1. The metric is susceptible to survivorship bias, in that it only considers the trailing perfor-
mance of current AUM.
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2. The metric is binary, demonstrating that a product can only be above or below the bench-
mark. The information on the amount of alpha is ignored.

3. The metric does not consider the varying risk-return profiles of different types of port-
folios. Not all of the AUM is equally risky, but under this metric it is treated as such.

ATR and weighted peer percentiles metrics help to address two of the three limitations
of the “AUM-above-the-benchmark” metric. First, they are not binary. Second, they incor-
porate a portfolio’s alpha target, thus recognizing its particular risk-return profile. However,
neither of these metrics address survivorship bias. This challenge can be mitigated by pre-
senting these metrics alongside a measure of alpha dollars, which is further discussed in
section 12.3.1.4.

Another strength of the ATR and weighted peer percentiles metrics is that their weighting
of historical returns can be adjusted toward longer-term performance, consistent with the
importance of focusing on creating long-term alpha. For instance, a reasonable weighting
scheme might be 20% /40% /40% over 1, 3, and 5 years, which seemingly appears to focus
on the 3-year and 5-year time horizons. But with a little arithmetic, we can see the underlying
weightings. In this example, the 1-year time horizons are 100% of the 1-year component, 1/3
of the 3-year component, and 1/5 of the 5-year component, making the actual total weight
being placed on the 1 year returns as 20% x (1/1) + 40% x (1/3) + 40% x (1/5), which is
approximately 41%.

Despite these advantages, these metrics also have limitations. First, these metrics do not
take risk-adjusted returns into account. Second, they do not consider outcome-oriented mea-
sures (such as internal rated return). Third, the metrics do not address drawdown control.
Ultimately, the ATR and weighted peer percentiles do not delineate the distribution of returns.
Instead, they show a portfolio’s realized performance, not the contributing elements to the
portfolio’s performance.

12.3.1.4 Alpha Dollars We have found one particular dollar-weighted metric, alpha dollars,
that can help to evaluate a product’s performance and the total value across multiple port-
folios and portfolio types. The alpha dollars metric measures the value created for clients
in dollar terms and is a necessary complement to the ATR. Alpha dollars can be calculated
on a regular basis (e.g., monthly) by multiplying a portfolio’s beginning-of-month AUM* by
the gross or net active return. While shortening the length of the period to a time frame as
granular as daily could theoretically improve the precision of the metric, data frequency, data
quality, and computational requirements may make monthly periods the optimal frequency
for this metric.

The monthly alpha dollars can then be summed across months and platforms to cal-
culate total firm-wide alpha dollars created. For comparison, the alpha dollar target can
be calculated similarly using a portfolio’s monthly alpha target instead of the gross active
return:

Alpha Dollars = Z AUM,; X R; for i months
i=1

n
Alpha Dollars Target = Z AUM; X ayq, ; where a4, ; is the monthly alpha target  (12.3)
i=1
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12.3.1.5 Strenyths and Weaknesses of Alpha Dollars Alpha dollars provide additional context
and insight because the metric is dollar-weighted instead of time-weighted. Alpha dollars
complement the ATR and weighted peer percentiles when describing performance at the plat-
form level. The ATR and weighted peer percentiles are useful metrics at the portfolio level,
but there are some shortfalls when aggregated up into a suite-level or platform-level score.

For example, the overall ATR of a product suite can be calculated by determining the
ATR of the underlying portfolios and then calculating the AUM-weighted average. Since this
approach weights ATRs using current AUM, it suffers from survivorship bias. Alpha dol-
lars neutralizes this survivorship bias by including terminated accounts in its calculations.
Additionally, because alpha dollars represent a dollar figure, summing the alpha dollars of
multiple portfolios into a single number is a clean and efficient way to consider suite-level or
platform-level performance. It may be more logical to consider alpha dollars at the suite or
platform level as opposed to the portfolio level, given that portfolios oftentimes share alpha
sources. Additionally, alpha dollars address the fact that for performance analysis purposes,
not all AUM is created equal. Alpha dollars help to draw out differences between portfolios
with higher versus lower alpha targets.

For example, suppose two portfolios have the same AUM; one is a fixed-income institu-
tional portfolio with a 200 bp alpha target and the other is a long/short fixed-income hedge
fund with a 500 bp alpha target. All else equal, if both portfolios met their alpha targets, they
would have the same ATR. The alpha dollars metric would reflect the difference between
these two portfolios: the long/short fixed-income portfolio’s higher alpha target and higher
realized return translates into higher alpha dollars.

With that said, there are a few methodological weaknesses of alpha dollars:

1. Asa dollar-weighted metric, the formula places greater weight on performance in periods
where AUM is higher. The reverse is also true. The ATR and weighted peer percentiles
correct for this limitation by isolating a portfolio’s investment performance and neither
reward nor penalize flows that may be out of the portfolio manager’s control.

2. Alpha dollars do not directly account for risk-adjusted returns because risk is not included
in the calculation.

3. Alpha dollars do not explicitly account for the fees that were paid for the alpha that was
generated. However, this limitation can be mitigated simply by comparing alpha dollars
to the dollars of fees generated. All things equal, the ratio of the alpha dollar to dollars
of fees can give the analyst a good sense of the distribution of total alpha generated. The
aforementioned rule of thumb on setting alpha targets at three to four times fees also
provides a reference point to evaluate the appropriateness of the level of fees charged.

Alpha dollars can play an important role in informing decisions around capacity man-
agement. The ability to generate alpha is a scarce resource; as a portfolio’s AUM increases
significantly, it can become increasingly difficult for a portfolio to meet its alpha target. The
same alpha target with a higher AUM translates into a higher amount of alpha dollars that
must be extracted from the market. The alpha dollars metric helps investment teams under-
stand their alpha target in dollar terms and can help identify capacity management decisions
should the alpha dollars target seem too high. In this way, alpha dollars helps with the under-
standing of capacity constraints. But in summary, the primary value of the alpha dollars
approach is the ability to sum alpha dollars also across heterogeneous products, allowing
total platforms or books of business to assess their overall success or failure.
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12.3.2 Index Performance Metrics

Given that the primary objective of index portfolios is to mirror the performance of their
benchmark, index portfolio performance metrics are primarily concerned with the tracking
error between a portfolio’s return and the return of its benchmark. Because these tracking
errors can be rather small, the resolution of the performance metrics process needs to be
much higher.

Significant tracking error can arise from the many factors in the index space that preclude
portfolio managers from fully replicating a benchmark precisely. Some, like the inability to
source all the securities in the benchmark, would show up in the types of analysis used with
active portfolios. Others, like the presence of securities lending income or the actual timing
of administrative fees, require access to additional data. In the following sections, we assume
that it is the portfolio management process that is being analyzed, which does not necessarily
include all the elements of period by period returns.

12.3.2.1 Direct Tracking Basis Peints (BP) A portfolio’s direct tracking bp seeks to measure
tracking error more precisely by measuring only the return components the portfolio man-
ager has control over. While some degree of tracking error is a result of indirect (exogenous)
factors outside of a portfolio engineer’s control (e.g., tax treatments, pricing methodology
differences), direct factors can still be mitigated (e.g., operating inefficiencies or errors).

Fixed-income direct tracking bp (FDTB,) is simply the sum of all index fixed-income
return attribution components that a portfolio engineer has control over for a certain time
period t:

FDTB; =D;+ C,4+ CR;+ RD, + T; + FX,; 4+ Excess,

where:

D, = duration
C, = convexity
CR, = curve risk free
RD, = roll down
T, = trade contribution
FX, = foreign exchange
Excess, = any excess factors

12.3.2.2 Strengths and Weaknesses of Direct Tracking BP The direct tracking bp metric is a sim-
ple and tangible measurement of the total impact a portfolio manager has on a portfolio.
The strength of the metric lies in the ability to aggregate it across all index portfolios on
an AUM-weighted basis into a single number for the platform. As direct tracking bp are
computed monthly, the trend over time can reveal whether the platform is improving on the
components a fund company has control over.

A weakness of the metric, similar to the ATR or weighted peer percentiles, is that the
direct tracking bp metric may be subject to survivorship bias on an aggregated level as it is
weighted using the latest AUM figures. Another potential weakness is that the metric relies on
the quality of the underlying attribution, which makes it susceptible to inaccurate attribution
of tracking components.
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12.4 CONCLUSION

Performance analysis and measurement requires a multidimensional approach, as no single
metric can tell the full performance story of a portfolio over time. Measuring performance
of an active manager can be a challenging exercise. No single performance metric is perfect,
and a fair amount of performance volatility can be generated by a portfolio over any given
period. In light of this, performance measurement and analytics that are flexible but have
standardized inputs are required. In addition, the independent performance measurement
team needs to maintain a close partnership with stakeholders to implement robust processes
and controls, which help to ensure portfolio performance is measured rigorously. Over time,
an existing performance governance framework will need to evolve to continue adapting
to changing product types, markets, and client needs. However, its objective should remain
consistent—to help portfolio managers improve and to help their clients evaluate the efficacy
of their investments.

NOTES

1. The use of performance metrics in marketing material is subject to local regulatory guidelines. For
example, the SEC marketing and advertising rule (amendments to Rule 206(4)-1 and Rule 206(4)-3)
requires marketing material to show 1, 5, 10 year, and since fund inception returns.

2. An alpha target is an active return target a portfolio manager seeks to generate above its portfolio’s
relevant benchmark.

3. Filtering refers to how share classes are grouped together.

4. Beginning-of-month AUM is also known as AUM prior month-end.
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13.1 INTRODUCTION

This section (Chapters 2—12) has discussed in detail the conceptual pillars that underpin a
strong investment risk management function. Those pillars were presented as being parts of
a coherent and comprehensive Investment Risk Management Paradigm (IRMP). To review,
that paradigm consists of five pillars:

1. Ex ante risk measurement

2. Risk governance (i.e., having and maintaining agreed upon levels of risks)
3. Portfolio manager risk-return awareness

4. Performance attribution

5. Performance analysis

As investment managers’ books of business become increasingly numerous, heteroge-
neous, and complex, the need for a coherent paradigm is vital in order to have a template to
apply to the investment manager’s distinct activities. The precise tools used to execute each
pillar of the IRMP is, of course, a function of a particular point in time. Financial systems
evolve due to the dynamic nature of financial risk. The inherent adaptive characteristics of
financial systems leads to evolution, often seeking to exploit weaknesses in the “defense”
undertaken by investors and their risk managers.

Constantly reviewing how the tools are used to operate the IRMP is crucial. At its sim-
plest, forecasts from the risk model used to govern risk-taking need to be reconciled with
realized returns. If there is a mismatch, the model’s structure needs to be reviewed and pos-
sibly redesigned. Specifically, new attempts by market participants to obfuscate well-known
risks need to be made transparent. Similarly, new emerging risks need to be identified, and
risk managers need to incorporate those changing characteristics into their program.

267
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Effective risk management functions need to constantly evolve as the risk environment
changes over time. Investment risk management processes also have to regularly change
and evolve to meet the ever changing needs of clients, changes in tax laws, and regulatory
innovations.

In line with a changing investment landscape, investment processes, asset classes, and
products have increased in number, size, complexity, and heterogeneity. An organization’s
risk management function needs to keep pace with these developments, leveraging advance-
ments in technology to manage across a growing variety of risks and portfolios. This
chapter outlines a vision that is quickly becoming a reality by creating a much more scalable
framework for investment risk management. This involves the efficient identification and
resolution of a broad range of understood risks across heterogeneous portfolios through the
use of extensive formal risk governance combined with new applications of investment risk
management technology.

13.2 TRADITIONAL BUY-SIDE RISK MANAGEMENT FRAMEWORK

Traditionally, a buy-side risk management “best practice” framework has been characterized
by teams of independent risk managers, with substantive subject matter expertise and a bevy
of risk management tools, engaged in continuous communication with portfolio managers,
ideally in close proximity. For decades, that has been the BlackRock model.

The COVID-19 pandemic and subsequent expedited adoption of “work from home”
put elements of that legacy approach to the test, and the verdict seems to be that effective
risk management can indeed be done on a (partially) virtual basis, although how well that
holds up over an extended time frame has, fortunately not been tested. High levels of direct
engagement with portfolio managers, preferably in person or, if not feasible, virtually, helps
risk managers develop a visceral understanding of the investment management process and
the positioning of underlying portfolios. This permits the risk managers to raise and discuss
substantive issues with portfolio managers as they arise through time. If necessary, it also
provides a rationale for escalation.

Portfolio risks and exposures are evaluated using a combination of quantitative metrics
and heuristics against predetermined thresholds. Exceptions levels are defined in advance
for each portfolio. The (virtual/hybrid) proximity allows risk managers to have real-time
connectivity and enhances their ability to assess portfolio manager risk-and-return awareness.

While this traditional framework can be highly effective, it does not necessarily scale
efficiently. Scaling occurs primarily by increasing the number of people—more risk managers
with highly specialized subject matter expertise are needed as more distinctive product types
in more locations are being managed. More and more highly trained risk managers will be
required to maintain the level of surveillance and constructive challenge given increases in
the heterogeneity of investment processes, the number of investment management locations,
coupled with increases in the number of asset classes managed, non-securitized private assets
and other product types.

13.3 EVOLVING THE IRMP: IN PURSUIT OF INVESTMENT RISK
MANAGEMENT AT SCALE

Risk managers need to be able to consistently and effectively identify, understand, and resolve
risk issues across a wide range of risks, exposures, and distinct portfolios. We believe that
the challenges of scale and complexity can be partially addressed by increasing the use of
system-generated “risk exceptions” that are managed through a rigorous workflow, partic-
ularly if there is a pervasive high touch risk management program in place. While there is
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no replacing the value of the subject matter expertise of independent risk managers, the
use of systematic multivariate algorithmic scans of risk, exposure, and return metrics can
significantly enhance the thoroughness and precision of investment risk management while
improving scalability.

In reality, at high-quality/high-integrity investment managers, the number of severe and
obvious risk problems likely to pop up is typically rather low (but not zero!). Most likely,
those problems are going to be the proverbial “needles” in the haystack. But as an organi-
zation continues to scale, the increasing number of distinct portfolios creates more potential
“haystacks” for problems to hide in. Even the most dedicated risk manager will eventually
find it mind-numbing to constantly and thoroughly search out these rare events. Decades of
experience have taught us that the most intellectually creative people, who are vital for effec-
tive investment risk management, are just not all that good at executing repetitive surveillance
functions. They either get bored and miss things or become disillusioned about a career in
risk management and quit.

On the other hand, computers are superb at reliably executing repetitive tasks. The risk
management system of the (near) future can be configured with multiple automated risk scans,
tailored to the type of mandate. For instance, risk and exposure scans can be programmed to
flag the following:

® Changes through time on factor exposures

® Levels of realized returns

Differences between risk and exposures of cohort accounts versus representative
accounts?

Levels and changes in portfolio liquidity

Changes in portfolio redemption risk

Large portfolio inflows or outflows

Issuer concentration risk targets

Portfolios where back-testing indicate poor predictive accuracy of a risk model
Levels and changes in portfolio stress testing

Trades with abnormally large market impact

Portfolios that do not meet client-directed ESG requirements

These portfolio characteristics can be configured into sophisticated risk scans. In such
a world, risk managers can develop algorithms to more systematically scan their books and
identify potential risk and exposure issues. Algorithms can range from the simple to very
complex and can be tailored to help detect specific risk and exposure concerns defined by
risk managers. Over time, sets of these scans can evolve into a formal quantification of the
cumulative organic wisdom of an organization’s risk management team.

Additionally, algorithms can be applied more broadly, top-down, across the investment
platform or can be fine-tuned, bottom-up, for a specific team or process. A chief risk officer
of an asset management firm might mandate that all portfolios globally must ensure that the
active risk-taking is in-line with funds’ return targets and clients’ risk appetite, that sufficient
liquidity is maintained to ensure funds’ can meet both redemption requests and margin calls,
and that portfolios are not overly concentrated in any single name. A senior investment risk
manager charged with overseeing a credit hedge fund might be more focused on the hedge
fund’s credit beta to the Barclays High Yield Index and whether performance and risk is
derived primarily from credit trades. Scans can be developed to monitor many of these other
portfolio requirements.

The use of algorithmic scans is not necessarily limited to identifying investment risk.
Scans can be developed to help control other types of risks, including counterparty credit



270 AN APPROACH TO FIXED-INCOME INVESTMENT RISK MANAGEMENT

risk exposure, operational risk statistics, and so on. The objective of these algorithms is to
systematize the natural intelligence of risk managers to improve the identification of potential
real risk concerns. The term natural intelligence is meant to describe the wisdom and expe-
rience risk managers have developed over time. It is specifically meant to be understood as
distinct from artificial intelligence or machine learning. Such methodologies, in theory, could
seek to “learn” by analyzing risk managers’ behavior in response to changing results from
the risk and exposure scans. While there may be ways to use such techniques, at this point in
time,> the ability to glean insights remains limited, given the low number of “true positive”
risk issues in the BlackRock data set.

13.4 RISK GOVERNANCE

Risk governance and risk oversight are distinct but related elements of an investment man-
ager’s risk management process and are critical to a firm’s ability to meet its fiduciary obliga-
tions to clients. Risk governance can be thought of as the systematic and structured practice
of risk oversight combined with a set of structured actions that ensure that portfolios’ risks
and exposures are being appropriately controlled.

But in addition to actually performing governance and oversight, risk managers need to
be able to demonstrate that such a process is actually being performed diligently. Even good
investment managers occasionally have portfolios that incur extreme adverse performance.
When this happens, there is almost always an inexorable desire, either internally or externally
(or both), to find a villain. When this happens, risk managers are inevitably high on the list
of “usual suspects.” To protect against the accusation that investment managers were not
supervised “prudent men,” a structured risk and exposure surveillance process with a full
audit trail permits the investment manager to demonstrate that while investment performance
may have indeed been bad, it was bad for the right reasons. Properly designed software can
provide such a risk management audit trail.

Combining algorithmic scans with a comprehensive workflow process, risk managers
can efficiently analyze and provide feedback on flagged exceptions and work to distinguish
between false positive and true positive risk exceptions. An optimized workflow will allow
risk managers to systematically review portfolio exceptions, provide commentary, either
sign off on an observed risk exception or escalate, as appropriate. Specialized workflow
tools, designed by and for risk managers, can allow risk exceptions to be transparently
actioned to ensure and evidence that appropriate processes are in place and being followed.

Ultimately, the primary value of employing a more systematic risk exception review and
workflow process is that it will allow risk managers to be able to spend more time on real
true positives or other issues requiring their subject matter expertise.

13.5 SUPPORTING RISK GOVERNANCE THROUGH TECHNOLOGY

The risk management process requires disciplined risk governance. By the term risk gov-
ernance, we are referring to the organizational processes that constrain and calibrate the
risk-taking that takes place throughout an investment manager’s book of business. This incor-
porates governing levels of risk, processes for reviewing exceptions, a defined range of reme-
diation steps that can be brought to action, and clarity regarding who within the organization
can put those remediation steps into action. Reputable investment managers need such gov-
ernance processes, although they may or may not think of them as a formal set of procedures.
However, the degree to which they are supported through technology can vary significantly
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across firms. At one end of the spectrum, a portfolio’s risk-and-return measures may be
occasionally tracked in spreadsheets, with significant deviations being escalated and triaged
verbally or via email. At the other end of the spectrum, purpose-built investment risk man-
agement solutions provide integrated workflows that seamlessly connect limit management,
exception detection, sign-off, reporting, and auditing.

While spreadsheet-based solutions may have proved sufficient in the past (refer to
Section 13.2 “Traditional Buy-Side Risk Management Framework”), for rapidly growing
investment managers, spreadsheets may be ill-suited to support the kind of scale, breadth,
and transparency required. Ultimately, spreadsheet systems scale reliably only with additional
people, and typically with limited efficiency. Purpose-built investment risk solutions, such
as Aladdin’s “Risk Radar,” in contrast, are designed with flexible rulesets and surveillance
tools to specifically meet the requirements for a robust risk governance framework described
previously (refer to Section 13.4 “Risk Governance”).

13.6 IMPLEMENTING A RISK GOVERNANCE FRAMEWORK THROUGH
ALADDIN

As the industry and risk management practices have evolved, so too has Aladdin. Enabling
both BlackRock and Aladdin clients to implement a robust and scalable risk governance
framework, “Risk Radar” was developed through close collaboration between BlackRock’s
Aladdin Product Group (APG) and Risk & Quantitative Analysis (RQA) group.

Risk Radar’s premise is simple: to allow investment risk managers to specify, detect, ana-
lyze, and resolve potential portfolio issues in an effective, efficient, and transparent way.
Improving investment risk management was the initial focus of Risk Radar. As previously
mentioned, heuristic surveillance approaches are vulnerable to the inevitable loss of focus,
by even the best risk managers, when requiring them to repeatedly seek out low frequency
events. However, it soon became obvious that Risk Radar’s capabilities were much more
generalizable, allowing it to be configured to easily address a broad variety of risks, from
liquidity and operational risk to environmental, social, and governance (ESG) and climate
metrics. Further, Risk Radar evolved in line with the emergence of new technologies and
rapidly changing skillsets—such as the emergence of the citizen developer*—to achieve new
levels of scale by allowing risk managers to interact with the system not just through manual
means but also through programmatic means.

The following section provides a tangible example of how a solution, such as Risk Radar,
can help investors implement a comprehensive, robust and transparent risk governance
process.

13.7 ALADDIN'S RISK RADAR EXAMPLE

13.7.1 Aladdin's Risk Radar Overview

Risk Radar is a risk management solution that provides exception-based risk governance
and reporting workflows. Users create rules that track one or more risk or return indicators,
subscribe portfolios to those rules, and then manage exceptions that are created if portfolios
trigger their respective rule evaluations. Managing an exception may entail classifying and
accepting an identified risk for a given period, escalating a risk, or in some cases, marking
an exception as a false positive. All elements of a risk event, including rule limit calibra-
tions, evaluation results, and risk manager actions, are captured over time and can be used
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for reporting and audit purposes. This makes it easy to revisit a particular risk manager’s
decision-making or evidence that appropriate risk management processes were in place after
the fact. This capability can be particularly valuable precisely at a time when there is a severe
negative realization in a portfolio, which is nearly inevitable at some point due to the very
nature of investment risk-taking. After the fact, a lot of angst may be generated, and it is
not unheard of for clients to challenge the effectiveness of the manager’s risk management
process. While Risk Radar cannot eliminate every severe negative realization, it can provide
precise and auditable evidence that a risk was known and within appropriate boundaries. Of
course, there is the other edge of the knife, namely, if the risk management process was lax
or ineffective, Risk Radar will also memorialize those weaknesses.

13.7.2 Rules and Portfolio Subscriptions

Risk exceptions arise when a portfolio triggers a preprogrammed rule, i.e., the portfolio’s
risk metrics exhibits a behavior that falls outside the pre-specified limits programmed into
the rule(s). Therefore, the exception-based process invariably starts with defining a set of
rules and aligning the applicable portfolios to those rules.

Risk Radar allows risk managers to create rules across large numbers of risk-and-return
metrics and at various levels of granularity—from the portfolio level to the sector level, all
the way down to the individual security level. Additionally, multiple metrics can be combined
to create complex rules that capture the interplay of multiple dimensions at once and stand
a better chance of identifying true positive exceptions compared to simple univariate rules.
Example use cases include monitoring both the market value exposure and contribution to
risk of a single issuer, or taking into consideration a portfolio’s realized return when assessing
whether the portfolio manager’s risk-taking is appropriate given the portfolio’s alpha target.

Once a rule has been created within the system, it can then be subscribed to by one or
more portfolios, which in turn, will result in the portfolio being regularly evaluated in Risk
Radar.

13.7.3 [Exceptions and Tasks

Once one or more rules have been defined within the system, risk managers can then turn
more of their attention to responding to the risk events that get triggered. Each risk event
creates a task for the risk manager to review and act upon.

There are many ways to specify a risk event. For instance, in addition to flagging the
level of a key metric, such as portfolio beta or duration, a risk manager may have concerns
about how a metric evolved through time. History matters. Sharp changes in exposures could
simply reflect the repositioning of a portfolio. But it could also be problematic. For instance,
it could be unintentional. It might indicate a poorly understood convexity effect from an
(embedded) options position. It could also be indicative of a portfolio manager acting in a
manner inconsistent with his or her normal behavior. It could be style drift. The risk event
could be evidence of a massive surge in overconfidence or a sudden bout of fearfulness. For
those reasons, a good risk manager will always ask and want to know “what has changed”
so he or she can figure out the “why.” Upon reviewing a risk exception, Risk Radar provides
a summary of both the underlying metrics that are tracked and of any previous risk manage-
ment actions. This helps risk managers reduce the detection-to-action cycle time, with less
time spent chasing after data and more time spent on analyzing true risk events.

Exhibit 13.1 displays a triggered risk event. In this example, the portfolio is substantially
underweight its holdings of Wells Fargo & Company, measured by active risk contribution.
The time series of risk contributions for this issuer shows that the underweight has been
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known for almost 3 months. Additionally, the risk manager’s recognition of the event and his
action plan was recorded.

13.7.4 Exception Classification

Following the risk manager’s review of an exception, which may entail a conversation with the
relevant portfolio manager, the risk manager will need to decide what actions, if any, to take.
In Exhibit 13.2, the risk manager records that he spoke with the portfolio manager about the
large active underweight in Wells Fargo & Company and that the portfolio manager indicated
that the position was deliberate. The risk manager then chose to “Snooze” the exception for
1 month, after which the exception will trigger again and require the risk manager to review
the underweight and stay on top of the situation. Risk Radar will not let the risk event fall
between the cracks.

Should the risk persist beyond the acceptable period or change beyond a given threshold,
the task will be brought back to the risk manager’s attention. As a result, risk managers are
no longer required to review the same exceptions every day and instead can focus on new
issues or reopened issues that have been flagged by the system based on a predefined policy.

Lastly, Risk Radar provides a customizable classification mechanism that allows risk and
investment managers to tailor classifications to a specific type of rule. For example, liquidity
risk exceptions might be acknowledged and “risk accepted” because the portfolio has inter-
fund lending arrangements in place. Similarly, an issuer concentration exception might be
“risk accepted” because it arose from a passive breach caused by a material jump in price of
an issuer’s securities due to some positive idiosyncratic news.

13.7.5 Risk Exception Reporting and Audit

Using Risk Radar, as opposed to spreadsheets and emails, as the repository for an investment
manager’s risk governance rule sets and risk events, along with their risk management reso-
lutions, greatly facilitates regular risk reviews or audits. By design, the system captures any
changes that are made to rules or portfolio subscriptions, persists all exceptions that occur,
and retains all actions and commentary added by risk managers. This ensures maximum
transparency and auditability and makes it easy to answer questions such as, “Which funds
are in scope for a given governance process?” or “What actions did the risk manager take
when this issue last occurred?”

13.7.6 What Is Next for Technology-Enabled Investment Risk Oversight?

As of Summer 2023, the rule sets used by BlackRock and other Aladdin clients are the result
of leveraging the natural intelligence of portfolio and risk managers. In theory, one could
imagine using machine-learning techniques to empirically identify which risk metric histories
allow robust forecasting of future portfolio disasters. However, as previously alluded to, the
limited number of severe unattended “true positives” (fortunately) limits the extent to which
the at-scale classification of unattended risk exception can be used to train machine-learning
processes.

A less ambitious possibility is using machine-learning techniques to model risk managers’
responses to different risk events. With every day that passes, and with every exception that
is classified through Risk Radar, a potential training data set grows. This data might be able
to be used to model the actions of risk managers and present the machine’s guess on how to
action a particular risk exception. Initial results are proving promising, the objective being
that these techniques will be able to complement existing governance processes and help
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further improve the signal-to-noise ratio and help weed out false positives. The machine’s
guesses have also been used to identify potential instances where the risk manager may have
incorrectly actioned a risk exception, oftentimes the result of an inexperienced risk manager
attempting to determine the most appropriate course of action. Of course, emulating the
practices of human risk managers, no matter how hard we hope, is not necessarily the same
thing as optimally managing risk.

13.8  CONCLUSION

Increasing scale and complexity creates investment risk management challenges for invest-
ment managers. Those challenges can be significantly addressed through increasing the use
of system-generated “risk exceptions” predefined by risk managers and combined with a
workflow that leverages the risk manager’s time, experience, intelligence, and productivity.

To be as clear as possible in the English language, this discussion does NOT say or advo-
cate that completely automated investment risk management tools can be created. To the
contrary, deploying this new approach to risk governance hopefully creates a more efficient
and thorough process to let risk managers effectively apply their subject matter expertise and
wisdom where it is needed the most.

Risk Radar may facilitate evolving the geographic distribution of investment risk man-
agers. The initial oversight of risk exceptions generated daily is, most likely, location agnos-
tic. Managing that first level of surveillance may be able to generate economies of scale or
lower operating costs. For instance, the initial oversight of surfaced risk exceptions could
be reviewed at centers of excellence physically distinct from actual portfolio management.
It does, however, remain critical that on-location risk managers continue to maintain close
connectivity to their assigned portfolio manager teams and continue to act as “risk transla-
tors” and communicators of increasingly complex risk metrics and stay closely connected to
portfolio managers, portfolios, markets, and traders.

While technology will continue to evolve and advancements will be made to further sys-
tematize and enhance investment risk management, a resilient world-class risk management
function will always need independent subject matter experts and objective risk managers
constructively challenging portfolio managers to ensure risk-taking remains deliberate, diver-

sified, and scaled.

NOTES

1. Nikki Azznara, Kristen Walters, Katie Day, Rick Flynn, and Rory van Zwanenberg significantly
contributed to the development of this chapter.

2. BlackRock developed a framework to help oversee a heterogeneous universe of portfolios. A repre-
sentative account, which is also referred to as a “rep account,” serves as a model for other similar
portfolios. Those similar portfolios are known as cohort accounts.

3. As of June 2023.

4. The term “Citizen Developer” is an emerging term in the industry that is used to refer to investment
professionals outside the technology domain that have acquired certain programming skills that
allow them to perform large-scale data analysis, automate selected activities, and so on, without
being formally recognized as software engineers. Refer to https://www.gartner.com/en/information-
technology/glossary/citizen-developer.
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14.1 CHARTING THE EVOLUTION OF BOND MARKETS

For decades, the conventions and practices of the bond markets remained largely unchanged,
despite rapid transformation in other areas of the US financial markets and those around the
world. However, in the years following the 2008 Global Financial Crisis, there have been a
number of important structural shifts in bond markets, with modernization firmly underway
and change accelerating.

14.1.1 The Current State of Bond Market Liquidity

The pre-crisis market was characterized by greater risk-taking capacity, larger balance
sheets for risk warehousing, and lower funding and capital costs.? Post-crisis, regulatory
oversight was enhanced, dealer balance sheet capacity was significantly reduced, funding
and capital costs increased, and operating models were rationalized accordingly. Banks and
broker-dealers shifted from primarily principal-based trading to more of a hybrid model
consisting of both principal and agency trading with increasing reliance on electronic trading
and all-to-all platforms.

Initially, post-crisis liquidity was poor in both depth and breadth. However, as operating
models adjusted to the post-crisis environment, liquidity improved somewhat, although

279



280 FIXED-INCOME RISK MANAGEMENT—THEN AND NOW

o 1.20%
1.00%
0.80%
0.60%
0.40%
0.20%

Corporate Bond Turnover (%

0.00%
2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019

e High Yield

Investment Grade

EXHIBIT14.1 US High-Yield and Investment-Grade Corporate Bond Market Turnover

Sources: BlackRock, FINRA TRACE, as of December 31, 2019.

Note: Turnover measures the ratio of monthly average daily trading volumes to the total market value
outstanding. The Bloomberg Barclays US High Yield and Corporate Bond Indices are used to proxy
total market value outstanding. Corporate bond cash data is sourced from FINRA TRACE.

unevenly. Since 2012, while the US high-yield (HY) corporate bond market daily turnover
has improved, the US investment-grade (IG) bond market has stagnated, as shown in
Exhibit 14.1.

Looking back, dealer inventories have declined dramatically, largely driven by regula-
tions implemented following the crisis. Over this time, the size of credit markets has signif-
icantly expanded. As illustrated in Exhibit 14.2, dealers held ~11.8% of the high-yield and
investment-grade markets on their balance sheet in 2007; they now hold <0.1%. This decline
has significantly impacted liquidity, as dealers are not “making markets” in material size and
instead seek to match buyers and sellers.
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In US IG and HY, market breadth has improved post-crisis, as liquidity is less concen-
trated with greater trading activity across a wider subset of bonds, as shown in Exhibit 14.3.

Exhibit 14.4 illustrates that the average trade size in US IG and HY markets has reduced
over time, as facilitating larger trades remains challenging given the reduction in principal
inventory. The acceleration in electronic trading is also likely driving this trend, as market
participants typically break larger trades into smaller blocks on electronic platforms to gain
better execution.

14.1.2 The Modernization of Bond Market Structure

Fixed-income exchange-traded funds (ETFs) proved to be an important catalyst for accelerat-
ing the modernization of the bond market. As fixed-income ETF adoption ramped up, it was
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EXHIBIT14.4 US Investment-Grade and High-Yield Markets—Average Trade Size Excluding Trades
Less Than $100k
Sources: MarketAxess, BlackRock, TRACE, as of January 1, 2020.
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necessary for market makers and broker-dealers to develop robust, real-time pricing mod-
els to evaluate potential arbitrage opportunities between the ETF’s exchange price and the
NAV (Net Asset Value—the market value of its underlying bond basket). Over time, market
makers have increasingly utilized the ETF primary mechanism to accommodate the increased
demand for institutional ETF block trading (i.e., creations in which ETF shares are created
out of baskets of bonds or redemptions in which baskets of bonds are exchanged for ETF
shares).

The growth in ETF primary activity, alongside the development of more robust algorith-
mic bond pricing, enabled dealers to develop technology to facilitate over-the-counter (OTC)
trading of baskets of bonds (e.g., “portfolio trades”). Often, fixed-income ETF market mak-
ers use fixed-income index derivatives to hedge their risk as they assemble baskets of bonds
for ETF primary activity. The fixed-income ETF creation mechanism is a tool available for
market maker to manage inventory and hence reduce balance sheet utilization. Dealers may
have several bonds on their balance sheet that they are seeking to submit toward the creation
of a fixed-income ETFE. They can then sell the ETF in the secondary market on an equity
exchange using equity trading algorithms.

The growth in all of these activities drove the consolidation of trading desks across cash
bonds, ETFs, and index derivatives (i.e., CDX and TRS). The most sophisticated players have
been able to increase trading and risk management synergies by effectively linking market
making activity in credit flow desks with their market making fixed-income ETF desk to
reduce costs and increase the provision of liquidity.

Advancements in technology and data processing capabilities have enabled market partic-
ipants to leverage the ever-growing amount of electronic trading data to allow for automated
real-time bond pricing on thousands of CUSIPs. Growth in ETF primary activity increased the
depth and quality of transaction level data, creating a feedback loop that allows for constant
refinement in automated pricing models. Algorithmic credit pricing is transforming the way
participants source, hedge, and manage fixed-income portfolios. As a result, broker-dealers
are able to efficiently facilitate portfolio trades for investors, leveraging algorithmic pricing
and ETF primary trading.

Additionally, the growth of alternative electronic trading platforms improved trading
velocity and price discovery, aided by the quality of real-time bond pricing. Various electronic
venues offer innovative trading protocols from open or all-to-all trading, streaming quotes
that allow for click-to-trade and auto-execution in credit. The rise in all-to-all trading has
allowed nonbank market makers (proprietary trading firms) to provide institutional liquidity
alongside traditional banks, increasing intermediation capacity and liquidity overall. All of
these advancements have been beneficial to liquidity and transparency and have contributed
to substantial efficiency gains across both the buy-side and sell-side.

The growth of fixed-income ETFs, portfolio trades, and electronic trading are all inter-
related and can be seen as an inevitable by-product of banks and broker-dealers using tech-
nology to better navigate markets in a “balance sheet constrained world.”

Bond market structure is transforming rapidly, along with the speed of execution.
Exhibit 14.5 provides a schematic illustrating pre-crisis and more current bond market
structures. Fixed-income investors and traders have a wider array of options than ever
before to optimize venue selection and execution tactics. Depending on order size and risk
profile, investors can determine if a given trade would be best executed through a high
touch (i.e., voice) or low touch (electronic trading venue or auto-execution) approach, and if
execution could be enhanced by portfolio trading. Harnessing fixed-income beta exposures
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to manage the risk and liquidity of large-scale portfolio transactions is an increasingly viable
option. These enhanced options help to improve the liquidity of bond markets, reducing
implementation time, and minimizing execution slippage. The next section goes into each of
these market structure developments in more detail.

14.1.3 Continued Growth in Electronic Bond Trading

Electronic trading continues to grow rapidly across all asset classes. As demonstrated in
Exhibit 14.6, on the MarketAxess and Tradeweb trading venues, global electronic average
daily volumes in credit increased to over $10bn per day in 2019, exhibiting a three time
growth rate since 2014. In 2019, US IG and HY volumes executed on the MarketAxess plat-
form represented 20% and 10% of total TRACE IG and HY trading volumes, respectively,
up from 12% and 4% in 2013 (see Exhibit 14.7).

The liquidity of both IG and HY credit were impacted more significantly by the Global
Financial Crisis and its aftermath than less risky asset classes. Accordingly, the market had
to adapt, turning to electronic trading and the use of fixed-income ETFs to help manage risk
and inventory levels.
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As the pre-crisis principal trading paradigm evolved into more of an agency-driven model,
centralized marketplaces promoted diversity of market participants and price discovery. On
the MarketAxess platform, Open Trading Volumes in IG and HY bonds represented 24 %
and 47% of total volumes in Q4°2019, respectively, as shown in Exhibit 14.8.

14.2 THE DEVELOPMENT OF AN INDEX-BASED ECOSYSTEM

14.2.1 Fixed-Income ETFs: Continued Strong Growth and Adoption

Fixed-income ETF adoption has surged across both institutional and wealth channels. In
2017, LQD (BlackRock’s iShares IG bond ETF) was the largest ETF holding at insurance
companies across all asset classes.? Fixed-income ETF AUM and trading volumes have con-
tinued to increase, with trading volumes in particular growing at an accelerated rate, as shown
in Exhibit 14.9. While fixed-income ETF AUM rose by 16.2% from 2020-2021, fixed-income
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ETF trading volume grew by 3.3%.% Trading volume in credit products increased at a par-
ticularly brisk rate (see Exhibit 14.10), in part due to growing activity in related derivatives
and cash bond trading associated with credit portfolio trading.

US HY ETF and US IG ETF volumes are also growing relative to HY OTC and IG
OTC cash volumes, particularly in times of heightened volatility. For example, as shown
in Exhibit 14.11, in December 2018, US HY ETF secondary volumes represented 45% of
OTC HY cash volumes, an all-time high, as HY spreads widened by 108 bp.’

14.2.2 Portfolio Trading and Fixed-Income ETFs

To appreciate the extent to which fixed-income ETFs have proliferated in the post-crisis
fixed-income ecosystem, the notion of a portfolio trade needs to be understood. A portfolio
trade is a transaction in which a counterparty bids or offers a portfolio of multiple line items
simultaneously as a single trade. Such a transaction differs from traditional Offers Wanted in
Competition (OWIC) and Bids Wanted in Competition (BWIC) in that the portfolio trade is
executed in an all-or-none fashion. (Note, however that significant pre-trade line item nego-
tiations may still occur between the counterparty and end client to adjust the portfolio.)
Portfolio trades can be highly customized to client needs and risk profiles.

Approximately $75 billion in IG and $38 billion in HY portfolio trades occurred in 2019,
accounting for more than 1% of trading activity in each market and more than double the
overall activity relative to 2018.° In 2019, the average portfolio trade size was approximately
$53 million with an average of 89 unique CUSIPs per transaction.” Accordingly, individual
positions in portfolio trades remained fairly small (i.e., less than $2 million). Trading costs
for portfolio trades can vary substantially depending on size, number, and composition of the
line items, market conditions, and correlation of the basket to a liquid credit ETE. If executed
strategically, portfolio trades can lead to substantial efficiencies in both cost and execution
time. Exhibit 14.12 provides a schematic of a typical portfolio trade.

The growth of portfolio trading is another reflection of investor demand for utilizing
baskets of bonds, as opposed to individual line items, for investment and risk management
purposes. Electronic trading at the single name level offers investors ease of execution, but
there are practical limitations on size. ETFs allow investors to gain exposure to specific asset
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classes in large sizes, but constraints exist if investors desire more bespoke bond portfolios
that are not currently offered in an ETF format. Fixed-income ETF liquidity can be utilized
to help the portfolio trading protocol bridge this gap.

Portfolio trades are also a result of dealer counterparties adapting their business models
to the post-crisis environment by investing in and harnessing both technology and the ETF
ecosystem.

Ultimately, fixed-income ETFs have contributed to the growth in portfolio trading in two
important ways:

1. Risk Management—Dealer counterparties use fixed-income ETFs to hedge the inventory
that is being aggregated for a portfolio trade or use the creation/redemption mechanism to
source or liquidate resulting bond inventory from such transactions. The equity exchange
liquidity of fixed-income ETFs provides dealer counterparties with an efficient inventory
and risk management tool.?

2. Valuation and Transparency—Fixed-income ETF creation/redemption baskets may con-
tain hundreds of bonds, which need to be purchased or sold. As the volume of cre-
ation/redemption activity has sharply increased, so has trading activity across a larger
number of bonds, resulting in greater market transparency. Coupled with investments in
technology, such data enable dealers to more efficiently price portfolio trades. Counter-
parties can now algorithmically price thousands of bonds simultaneously, something that
was previously extremely time consuming and not always easily done. Finally, through
the trading of fixed-income ETFs on an exchange, market participants are able to observe
the value of the portfolio being formulated as well as the implied value of the underlying
securities, which is especially powerful during times of stress when single name corporate
bonds’ liquidity tends to be diminished.

14.2.3 Continued Growth in Bond Index Derivatives Markets

While portfolio trading directly impacts the cash bond market, the ongoing growth in the
fixed-income index derivatives markets has also helped to increase activity, improve liquidity,
and enhance the overall robustness of the ecosystem. Hedging activity, which can drive vol-
umes in fixed-income ETFs and cash bonds, may aid in additional price discovery and drive
relative value opportunities across similar instruments (e.g., total return swaps [TRS] versus
ETF). Currently, the most actively used index derivative instruments include credit default
swaps (CDX) and options, fixed-index TRS, and fixed-income ETF options.

14.2.4 Fixed-Income ETF Options

The option markets for fixed-income ETFs, particularly credit ETFs, have been growing even
more rapidly than ETFs themselves. Like the underlying fixed-income ETFs, fixed-income
ETF options are exchange traded and are cleared instruments with a robust, broad
market-making community. This gives them a substantial access and liquidity advantage
over bilateral OTC option products. Fixed-income ETF options also have the advantage
of being more closely aligned with the underlying cash bond markets—a highly desirable
feature for exposure and risk management.
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14.3 IMPLICATIONS FOR INVESTING, PORTFOLI0O MANAGEMENT, AND RISK
MANAGEMENT

Rapid increases in primary volumes and portfolio trading, continued broadening in secondary
exchange trading volumes, and the explosive growth in fixed-income ETF derivatives markets
have converged to form a powerful ecosystem that has become an integral part of bond
markets. The following sections discuss how investors are harnessing this toolkit to seek
better investment and risk management results.

14.3.1 Use Cases for Fixed-Income ETFs and Other Index Exposures

Broadly speaking, there are six general use cases for fixed-income ETFs, though these use
cases could also apply to other index/basket forms of exposure as well.

1. Strategic Asset Allocation
Fixed-income ETFs provide low-cost, efficient access to bond market exposures for core
beta and/or factor positions. Portfolio managers may find that low-cost index instru-
ments such as fixed-income ETFs can form the core of their beta and/or factor tilts more
efficiently than individual OTC bonds.

2. Tactical Asset Allocation
Index products can provide opportunistic exposure to specific asset classes, geographic
regions, and maturity ranges. An example would be a portfolio manager with a near term
but high conviction view on a specific fixed-income asset class, but not at the sector or
security level. The manager could go long or short an ETF or associated index exposure
to rapidly and efficiently implement this view.

3. Liquidity Management
Index products can provide a liquidity sleeve or buffer that maintains portfolio yield
and beta exposure. Given ongoing post-crisis challenges in single-name bond liquidity,
managers are less inclined to rely upon liquidating multiple single names to meet liquidity
needs. Using a fixed-income ETF or other index exposure could be better for this purpose.

4. Cash Management
Fixed-income ETFs can provide potential yield enhancement and instrument diversifica-
tion for longer-term cash allocations. Several fixed-income ETFs now provide exposure
across shorter maturity treasury, corporate, multisector, and floating rate exposures.

5. Portfolio Transitions
Portfolio managers can harness the liquidity of the fixed-income ETF ecosystem to change
the allocation mix in a bond portfolio. As an example, a pension fund may want to shift its
allocation from IG to HY. Rather than trying to liquidate the IG allocation bond-by-bond,
the manager could in-kind the IG portfolio into one or more fixed-income ETFs (depend-
ing on maturity and index eligibility) and use the exchange to sell the exposure more
rapidly and efficiently than the OTC market. This is a classic example of a portfolio
trade.

6. Derivative Complement / Substitute
A wide range of index tools provide investors and portfolio managers with the ability
to either gain or hedge exposure in both funded and synthetic form depending on objec-
tives, liquidity, and cost efficiency. As an example, a high-yield manager may wish to
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temporarily reduce their overall market beta. Rather than sell down individual securi-
ties, the manager could buy protection on high-yield CDX, borrow and short a high-
yield ETE, short a TRS or future, or buy a put option on a high-yield ETF. The choice of
exposure will depend upon the correlation between the given instrument and their bond
portfolio, the liquidity of the instrument relative to the desired size of the position, and
the cost of the instrument on both an absolute and relative value basis.

14.4 THE FUTURE STATE OF PORTFOLIO CONSTRUCTION

Looking ahead, ongoing changes in bond trading protocols and technology should continue
to have profound implications for bond markets, investors, and portfolio construction.

14.4.1 Portfolio Engineering and Construction

Fixed-income portfolio managers will increasingly recognize that index exposures, such as
fixed-income ETFs, can serve as the beta and factor components of bond portfolios. Nearly
all diversified bond portfolios and strategies contain elements of beta and factor exposure,
and the cost of these exposures at the individual bond level can be quite high.

As an example, consider a “core plus” bond strategy that contains elements of both IG
and HY exposure. One such exposure contains thousands of bonds, yet is highly correlated to
a simple 90/10 blend of the Bloomberg Barclays US Aggregate Bond Index and the ICE BAML
High Yield Index.” The blended index exposure has a comparable level of return volatility
and an annualized total return within 20 bp of the actively managed strategy.

This is not to suggest that a simple blended index strategy could replicate an alpha seek-
ing, core plus strategy. Rather, it demonstrates the presence of a high level of beta and factor
exposure in the form of a static tilt to high-yield exposure. Rather than building up these
exposures with individual bonds, a portfolio manager may benefit from improved liquidity,
cost, and operational efficiencies by employing the use of low-cost index products.

14.5 CONCLUSION

Bond markets are modernizing at a breathtaking pace. Continued adoption of fixed-income
ETFs and bond index derivatives, continued growth in electronic trading and all-to-all pro-
tocols, the surge in portfolio trading of cash bonds, advances in algorithmic pricing, and
dramatic improvements in technology are changing the way investors trade and create and
manage fixed-income exposures.

These developments will likely only continue to accelerate, and market participants on
both the buy-side and sell-side will need to continue to rapidly evolve their operating models,
trading infrastructure, and technology in order to keep pace.

Ultimately, all of this rapid change accrues to the benefit of investors. Liquidity and trans-
parency should continue to improve, and fixed-income portfolio managers are now able to
more rapidly construct and more efficiently and precisely manage bond portfolios than ever
before.
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2. Refer to 2017 Next Generation Bond Market: https://www.sec.gov/spotlight/fixed-income-advisory-
committee/blackrock-next-generation-bond-market-fimsa-011118.pdf.

3. S&P, as of 12/31/2017.
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7. Morgan Stanley, as of 12/31/2019.
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The LIBOR Transition

Jack Hattem
Managing Director, Portfolio Management Group, BlackRock

15.1 INTRODUCTION

Interest rate benchmarks serve many purposes across the market ecosystem. Following the
2008 Global Financial Crisis, significant changes have been made. When the first edition
of this book was initially published, the London Interbank Offered Rate (LIBOR) was the
primary reference index for US interest rate derivatives markets and commonly used as a
valuation benchmark for the US mortgage market, floating rate securitizations, and much
of the asset-backed securities markets. LIBOR continued to be present throughout financial
systems for decades and served as an interest rate benchmark for hundreds of trillions of
dollars of financial instruments. However, LIBOR’s credibility came into question due to
manipulation allegations, and after extensive review, the Financial Conduct Authority (FCA)!
determined that it would no longer compel panel banks to submit quotes after year-end 2021.

As of December 2021, Sterling LIBOR, along with several other global interbank offered
rates (IBORs), ceased to exist. Cessations dates were established for LIBOR settings, including
USD LIBOR, which will continue to be set until June 30, 2023. As a result, multiple Alterna-
tive Reference Rates (ARRs) were defined for major currencies, as shown in Exhibit 15.1, and
transition efforts have been underway. However, the migration to the ARRs has been very
complex given the global reach and multiple asset classes impacted. Additionally, markets for
ARRSs have been at different stages of development and adoption.

An Alternative Reference Rates Committee (ARRC) was established by the Federal
Reserve Board and the New York Fed to help guide the United States, transition away
from LIBOR benchmarks. BlackRock participates in the ARRC in the United States to
help identify transitional challenges and collaborate with other institutions for solutions.
BlackRock was invited to participate in an advisory capacity in 2017 and as a full member
upon the ARRC’s expansion in 2018. BlackRock advocated for a legislative solution for
tough legacy products and the SOFR First initiative, which strengthened market liquidity.
Additionally, BlackRock participates in the Risk-Free Rates (RFR) working group in the UK.
The ARRC estimated that $223 trillion of exposure remained outstanding to USD LIBOR as
of March 2021,% while GBP LIBOR exposures were estimated at $30 trillion at the end of
2018.3 Clearly, the scope of the transition was immense.

Since the LIBOR cessation was announced, benchmark reform required awareness,
assessment, and action from various market participants spanning portfolio managers, risk
managers, traders, financial modelers, and technologists. Portfolio and risk managers needed
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Currency Rate Description Type of Rate Products Began Publishing
US Dollar Secured Overnight Repo-based index to reflect overnight Secured Futures New York Fed began publishing
Financing Rate (SOFR) funding rates (calculated as Cleared Swaps the overnight rate in April 2018
volume-weighted median based on FRNs and SOFR Averages and
tri-party repo data from Bank of New Index in March 2020.
York Mellon and general collateral
financing repo data from DTCC)
Sterling Sterling Overnight Index Effective overnight interest rate for Unsecured Futures Bank of England reformed SONIA
Average (SONIA) unsecured GBP bank transactions Cleared Swaps in April 2018, and it began
FRNS publishing a compounded daily
index and averages from July
2020.
Euro Euro Short-Term Rate €STR reflects the wholesale euro Unsecured European Central Bank began to
(€STR)* unsecured overnight borrowing of formally publish the €STR rate
euro area banks in October 2019.
Swiss Franc Swiss Average Rate Repo-based index to reflect overnight Secured Futures SARON introduced in August
Overnight (SARON) funding rates Cleared Swaps 2009, with historical data
available from June 1999.
Japanese Yen Tokyo Overnight Average  Transaction-based benchmark for the Unsecured Futures Study Group on Risk-Free

Rate (TONA)

uncollateralized overnight call rate

Cleared Swaps

Reference Rates identified
TONA in 2016 as the risk-free
rate.

EXHIBIT16.1 Alternative Reference Rates
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to assess portfolios and identify instruments that referenced LIBOR, such as interest rate
swaps, asset-backed securities, loans, and floating rate notes. Additionally, client portfolio
guidelines and fund performance benchmarks that referenced LIBOR needed to be addressed.
Changes from the unsecured LIBOR curve to risk-free rate curves impacted risk models,
including historical analyses. Thus, the transition effort required detailed examination of
existing exposures, along with a detailed understanding of the impact of the differences
between the ARRs and LIBOR. Legacy exposures in each portfolio and investment strategy
were different, which meant that different portfolios faced different trade-offs.

As a large asset manager, BlackRock manages thousands of fixed-income accounts on
behalf of retail and institutional clients. These portfolios are managed on a fiduciary basis.
Every account is a separate legal entity with individual prospectuses or client mandates. Each
portfolio management team has an independent investment process that is monitored by the
firm’s risk management group. At BlackRock, transitioning to the new ARRs initially required
a detailed analysis of existing LIBOR exposures across the fixed-income account universe and
their related risks. BlackRock then developed tools and processes to enable investment teams
to assess and manage LIBOR exposures and their related risks. Additionally, BlackRock incor-
porated new data into models and tools and began actively trading new ARRs. Workflows
were modified to incorporate the new reference rates into Aladdin, while continuing to man-
age existing positions that referenced LIBOR. Furthermore, BlackRock established internal
working groups that met regularly with representatives from the risk, investments, trading,
client relations, legal, accounting, and operations teams to coordinate the transition.

15.2 IMPLICATIONS TO PORTFOLIO AND RISK MANAGEMENT

Upon the FCA’s announcement of LIBOR’s cessation dates, the rules-based “fallback spreads”
became fixed, meaning that the fallback spread for 3-month USD LIBOR is 26.2 bp. For
products that adopt the fallback plus spread methodology, there is no longer ambiguity with
respect to valuation or risk on these contracts at the time of transition.” With this information,
portfolio management decisions, along with valuation and risk models, can incorporate the
timeline and application of fallback spreads.

Further, the FCA indicated that there should be no new transactions referencing US
LIBOR beyond the end of 2021. While new issuance in the cash markets have been tran-
sitioning away from LIBOR, portfolio managers are still able to transact in LIBOR-based
instruments as hedges for existing positions. While there has been concern that the transi-
tion from IBORs may create market disruption, fixing fallback spreads and further clarity on
methodology should mitigate this risk and help facilitate an orderly transition. US federal leg-
islation was passed in 2022 creating a pathway forward for “tough legacy” exposures (those
that had no fallback or whose fallback referenced LIBOR) to transition to a “SOFR plus
Spread” methodology. As cessation approaches, the cleanest portfolio solution is to transition
exposures actively away from LIBOR.

15.3 SHIFT FROM LIBOR TO SOFR

SOFR was not selected with the expectation that it would be a direct equivalent to LIBOR.
Rather, it is intended to be a representative risk-free benchmark that is transparent and backed
by high transactional volume in the United States. The ARRC endorsed a forward-looking
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Term SOFR rate, representing another positive step for a segment of the market (specifically,
loans) that had been delayed in transitioning. The SOFR First initiative, similar to the UK’s
Sonia First, has led to growth in liquidity and daily volumes of SOFR swaps. These initiatives
aimed to help switch trading conventions in the interdealer market from LIBOR to SOFR.
They have also helped to promote behavioral changes and the growth of liquidity.

Exhibit 15.2 shows several figures that demonstrate SOFR’s growth and adoption. As
shown in Exhibit 15.2, Figure 2, SOFR swaps have accounted for more than 90% of daily
volumes on average of interest rate risk traded in the outright linear swaps market in Septem-
ber and October 2022, while LIBOR swaps accounted for less than 4% of the overall volume
in October 2022.°

There are key differences between SOFR” and USD LIBOR. Specifically, SOFR lacks a
credit component, as SOFR is a secured funding rate derived from the repo market. This
differs from LIBOR, which is unsecured and incorporates an element of credit risk. When
managing a credit basis risk, like any other, portfolio and risk managers must be mindful
of portfolio objectives and constraints alongside market depth and liquidity. Unlike LIBOR,
SOFR is an overnight rate. Where LIBOR is typically quoted at forward points (1-month,
3-month, 6-month), a 3-month SOFR rate for interest rate products is derived by compound-
ing the overnight rate in arrears. This is consistent with the conventions for interest rate swaps
using overnight index swaps (OIS).

Figure 1: Daily Average Interdealer Outright Linear Figure 2: Daily Average Total Outright Swaps Risk
Swaps Risk Traded Traded
mmmm Fed Funds / Other mmmm Fed Funds / Other
LIBOR LIBOR
= SOFR = SOFR
DV01 $ —®— SOFR Risk as % of Interdealer Swaps (RHS) —8— SOFR Risk as % of Total Swaps (RHS)
million Percent DVo1 $
o5 100 million Percent
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Source: Clarus Financial Technology (Swap Execution Facility)
Source: Clarus Financial Technology (Swap Execution Facility) Note: Excludes swaptions
Figure 3: SOFR Linear Swaps Open Interest Figure 4: Monthly SOFR OTC Derivatives Volumes
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EXHIBIT15.2 Linear Swaps
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While much of the LIBOR transition focused on the adoption of new instruments and
changing market conventions, the analytical impact on LIBOR instruments that mature
beyond 2021 has also received extensive scrutiny. Exhibit 15.3 illustrates the impact of
transitioning from a USD LIBOR instrument to SOFR on three 5Y interest rate swaps—3-M
LIBOR, SOFR, and SOFR +34 bp spread (Deferred Spread).

As shown in Exhibit 15.3, the duration profile of the swaps between LIBOR and SOFR
differs quite significantly. The duration of the LIBOR swap drops sharply around the payment
date of the floater, whereas the SOFR swaps exhibit a smoother downwards trend. While the
duration profile of the SOFR swap may sometimes be more preferable in certain cases, (e.g.,
duration hedging), recognizing that a SOFR swap behaves differently is important.

A significant jump in the duration of the LIBOR floating leg, which is aligned with the
drop seen from the parent leg (duration is approximately the net of the two legs) is seen in
Exhibit 15.4. SOFR with 0 spread has a duration approximately equal to 1 day. The SOFR
leg with a spread applied has a slightly higher duration. Adding a spread forces it to behave
more like a fixed-rate instrument.

15.4 RISK MANAGEMENT IMPACT AND COORDINATION

The LIBOR transition reinforces the importance of having a deep understanding of products
and how they are interconnected. From a risk management perspective, overall basis risks
will increase in the market with the introduction of products that reference these new ARRs.
These basis risks vary by construction, given the substantive difference between a reference
rate that contains a dynamic credit component versus a riskless credit funding curve. Similarly,
basis risks can arise due to the nuanced differences in compounding differences.
Three-month LIBOR was a standardized reference rate incorporated into both secu-
rities and derivatives; there has been growth of ARRs along with increased usage of
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EXHIBIT15.4 LIBOR vs SOFR vs SOFR Plus Spread Floating Leg Durations
Source: BlackRock.

OIS and CMT curves contributing to potential mismatches between an asset (or former-
LIBOR-now-converted assets) and its associated hedges. However, with appropriate
preparation and attention to detail, these risks can be managed, alongside the many other
risks that currently exist in markets.

As liquidity grows in the ARRs, some products may change; differences in benchmarks
must be carefully understood as products and solutions evolve to meet end-user needs. Under-
standing portfolio objectives and risk guidelines will be foundational to selecting a perfor-
mance or risk benchmark replacement. There is no one-size-fits-all solution for every portfolio
managed. Different investment teams by design manage their clients’ portfolios differently.
This means that across a multi-investment team manager, like BlackRock, there will likely be
disparate holdings of LIBOR-based instruments at varying maturity points across the aggre-
gate book. The same investment team may have managed portfolios for different periods,
increasing the likelihood that portfolios may retain different vintages of securities. Every
investment management team with remaining exposure to LIBOR needs to assess its current
exposure and determine the appropriate transition plan.

Risk management systems need to be flexible to incorporate new data and conventions
as market structure evolves. While the transition is still in progress, reflecting on the past
several years of benchmark reform, global coordination was a key factor in mitigating any
widespread systemic risk. Great effort was made to secure the stability of these alternative
reference rates in the future. The process continues to evolve. However, we can be sure that
floating rate markets and market structure for both cash and derivatives will continue to
evolve to meet the needs of clients.

15.5 REFLECTIONS ON A BENCHMARK REFORMS

LIBOR, as a reference rate and benchmark, was deeply embedded throughout global
financial markets. LIBOR not only served as an index for trillions of dollars of exposures



The LIBOR Transition 299

across the cash and derivatives markets, it was also used as a floating swap reset rate and a
benchmark index for floating rate securities. Beyond serving as a reset index, LIBOR was
used as a portfolio and risk benchmark throughout portfolio management. The size and
scope of benchmark reform was massive. Market participants initially were resistant to
embrace the change, noting both the uses and interdependencies of LIBOR within the
global bond markets as challenges. The transition required a significant amount of global
collaboration and organization, as LIBORs are different globally and did not migrate at the
same pace nor into the same type of rate.

From a portfolio management perspective, benchmark reform occurred in three stages:
awareness, assessment, and action. Education was a key element throughout the process to
understand the nature of the transition, the reasons behind it, the new reference rates cho-
sen, and the process by which the transition would occur. The United States chose SOFR as
LIBOR’s replacement given the high daily volumes in the overnight repo markets, giving con-
fidence to the stability of the rate going forward and in the quality of the process by which it
was derived.

However, there were key differences between LIBOR and the newly selected rates. Under-
standing these differences was an important step to helping ensure a smooth transition. As
discussed, USD LIBOR and SOFR have different conventions (compound overnight versus
term) and represent different things (notably, there is no dynamic credit component embed-
ded within SOFR). Basis risk was not necessarily a hurdle to the transition; it just needed to
be understood.

Assessment of positions involved aggregating exposures across maturity, asset class, and
by fallback rate. Some legacy cash securities did not even contemplate a cessation of LIBOR.
Such “tough legacy” securities were originally left in limbo until a concerted effort was put
forth to pass legislation at both the New York state and federal levels to provide a pathway
forward for these securities. Assessing portfolio-level exposures to LIBOR occurred as well;
in some cases, a replacement risk or performance benchmark had to be chosen. Commonly
used fixed-income risk metrics had to migrate as well, such as LIBOR OAS.

Finally, an action plan needed to be developed. Industry forums and trade associations
worked to establish timelines and protocols for contractual transition of contracts. In many
cases there was a preference for “active transition,” where end users could be deliberate about
when and how to migrate existing LIBOR-based exposures to a new reference rate. Initiatives
such as “SOFR First” in the United States were announced by a subcommittee of the CFTC’s
Market Risk Advisory Committee (MRAC), which helped drive liquidity growth in the newly
established SOFR markets. The establishment of this liquidity began in futures and then swaps
and then options. Active transition required surveillance of liquidity developments in the new
rates while being mindful of the potential liquidity deterioration of the old. Notably, there has
not been a one-size-fits-all approach to the transition. Certain segments of the market, notably
business loans, required a forward-looking term rate. Thoughtful collaboration created a
solution while not bifurcating markets at too early a stage, which would threaten the viability
of overnight SOFR, compounded in arrears.

The LIBOR transition can be reflected on as a monumental task that required tremendous
efforts from the official sector and market participants. Markets will continue to evolve and
innovate to meet the needs of end users. And the benchmark reform efforts are paving a
path toward the future with more stable, honest, and reliable reference rates for the financial
system.
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NOTES

. The FCA is the UK regulator of the LIBOR administrator who publishes the rate.

. ARRC, March 2021.

. Working Group on Sterling Risk-Free Reference Rates, 2018.

. €STR is the new interbank rate slated to replace EONIO Euribor.

This includes nearly all new issuance since the beginning of benchmark reform and all derivate
products, both new and legacy, adhering to the ISDA protocols.

ARRC, “Meeting Readout,” November 9, 2022.

7. ARRC announced in June 2017 its choice of SOFR as an alternative to USD LIBOR.
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16.1 THE CALL FOR CHANGE: 2008 GLOBAL FINANCIAL CRISIS

For many, the defining moment of the 2008 Global Financial Crisis (GFC) was the Lehman
default, which exposed a complex and opaque web of over-the-counter (OTC) derivatives
contracts among dealers and clients across the globe. Soon after this default, it became evident
that many of these derivative trades were insufficiently collateralized or not collateralized at
all, and many were subject to ongoing valuation disputes. In contrast, the disciplined risk
mitigation techniques used in the exchange-traded and centrally cleared markets proved to be
more resilient. Global regulators actively sought to leverage this central trading and clearing
architecture, ultimately producing the first step toward derivatives market reform at the 2009
G20' summit in Pittsburgh, Pennsylvania. The following recommendation initiated structural
market reforms across the globe:

All standardized OTC derivative contracts should be traded on exchanges or elec-
tronic trading platforms, where appropriate, and cleared through central counter-
parties by end [of] 2012 at the latest.”

The G20 recommendations targeted two distinct functions of the derivatives markets:
trading and clearing. Trading is the process of agreeing upon the structure and price of a
trade. Prior to the GFC, derivatives were negotiated, priced, and traded between two parties,
with little transparency to the market and regulators. Similarly, derivatives were financially
serviced between the same two parties, including exchanging ongoing payments and collateral
when required. Subsequent market reforms sought to (1) enhance transparency and competi-
tion in derivatives through mandating electronification of trading through exchanges or Swap
Execution Facilities (SEFs) and (2) reduce counterparty credit risk by mandating the use of
central counterparties (CCPs). The result of these changes has been a significant market-wide
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shift from voice/phone trading to electronic execution facilities and from bilateral trade
servicing to CCPs.

16.1.1 SEFs®

Initially, OTC derivatives (often referred to generically as “swaps”) traded on a decentralized
basis, and price discovery occurred bilaterally between buyers and sellers. These markets did
not generate the same price discovery benefits as those from central limit order books as seen
in listed derivatives markets. Post-GFC reforms sought to move OTC derivative trading activ-
ity toward centralized electronic platforms to enhance efficiency and provide transparency.
Serving as a similar function as an exchange, SEFs are strictly price discovery utilities and,
therefore, rarely create credit exposure in trade execution. Trade settlement and clearing func-
tions, like margin requirements, payments, and delivery, are delegated to a CCP. SEFs also
provide trade confirmations that reflect legally agreed upon terms.

16.1.2 CCPs

A CCP’s core purpose is to provide credit intermediation. Taking trades from exchanges,
SEFs, or OTC participants, a CCP serves as the buyer to each seller and the seller to each
buyer. A CCP sits between the two parties in order to guarantee financial performance over
the life of the trade. Operating on a market risk neutral basis, a CCP only faces market risk
upon the default of one (or more) of its members. In order to manage the risk of a defaulting
counterparty, the CCP uses collateral and other mechanisms, which will be discussed in more
detail later in this chapter.

A CCP has members (generally dealers) who represent the ultimate buyer/seller in the
trade settlement and clearing process. These members are regulated financial institutions and
are subject to additional rules and oversight by the CCP, including minimum capital require-
ments, operational proficiency in trade processing, and managing the risks therein. A member
generally provides a deposit to the CCP, which backstops any potential shortfall in collateral
collected.

Exhibit 16.1 highlights the success of the G20’s efforts to move derivatives into central
clearing. The graph shows the notional value of outstanding interest rate swap trades (as
reported by dealers) from 2008 to 1H 2021. The “Dealer” line shows the steady decline of
bilateral trades, while the “CCP” line shows a commensurate increase in cleared trades since
the 1TH 2016, when the CCP data was officially broken out from the broader Other Financial
Institutions (“Other FI”) category. As shown, prior to 1H 2016 CCPs track so closely to
Other FI that it can serve as a proxy for trends in cleared trades back to 2008.

16.2 THE VALUE OF DERIVATIVES IN FIXED-INCOME PORTFOLIOS

Derivatives are a critical tool for portfolio management, both for hedging purposes and
synthetic positioning. They can be broadly categorized into two segments: exchange-traded
derivatives (ETD) and OTC derivatives. ETDs are traded and priced on exchanges and are
highly standardized contracts, usually in the form of futures or options. Their standardization
facilitates liquidity and necessarily limits their customizability. In contrast, OTC derivatives
are typically priced either bilaterally or on SEFs. OTC derivatives, which are most frequently
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EXHIBIT16.1 BIS OTC FI Swaps
Source: BIS OTC Derivatives Statistics: Interest Rate Swaps Notional. Available at https://stats.bis.org/
statx/srs/table/d7.

swaps, are not constrained by standardized parameters, making them capable of being much
more flexible investment instruments and customizable for bespoke hedging or investing
activities.

ETD and OTC derivatives usage in portfolios range from managing duration and yield
curve exposure (government futures and interest rate swaps) to convexity and volatility man-
agement (interest rate options of varying maturities). Basis risk can be taken or managed using
derivatives to take deliberate exposure between cash instruments and futures or to establish
a risk position between different yield curves (i.e., treasuries versus Fed funds or OIS). Impor-
tantly, basis risk can be managed using derivatives where a manager may choose to hedge out
or isolate a particular exposure. The flexibility that OTC derivatives provide in a portfolio,
along with a systemic need to hedge interest rate risk, has made the interest rate swap market
the largest measured by total notional exposure.

OTC interest rate swaps can be customized to match particular dates, payment, or amor-
tization schedules, or floating rate indices (also known as the funding leg). Swaps can be
structured to match dates and hedge cash flows or isolate a spread between asset and hedge,
which is known as an asset swap. The corresponding options complex, derived off of the
interest rate swaps market, is known as the swaptions market. Unlike options traded on
an exchange, this OTC market also has great flexibility in both strike price and maturity
and generally has good depth. For example, a mortgage prepayment model may use both
short-dated and long-dated volatility as inputs. The swaptions market allows a portfolio man-
ager to create positions that isolate both gamma and vega exposures of the model’s valuation
of mortgages by constructing hedges using specific options.

The OTC derivatives market has grown by product type as well. Traditional use of inter-
est rate swaps and their corresponding options has grown alongside usage of caps, floors,
variance swaps, credit default swaps, volatility locks, contingent options, and a variety of
other exotic derivative products. These products have seen volume increases and usage in
portfolios over the past several years, as they help managers achieve particular risk objectives
in terms of hedging or alpha creation.
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16.3 TRADING FIXED-INCOME DERIVATIVES: THE RISE OF SEFs

Derivatives have been available to market participants for centuries,* with the foundation of
ETDs dating back to the 1900s.% Over the last 100 years, ETDs were primarily traded in pits
around the world, with human traders making markets in various derivatives and options.
Today, only a few trading pits are active, as exchanges have replaced human traders with
proprietary technologies, providing enhanced execution through better pricing and liquid-
ity.¢ Of note, this transition has been market-driven, with market participants responding to
improved trading structures.

In contrast to the market-driven changes in ETD execution, the change in OTC derivative
execution was driven by the G20 recommendations. Before the G20 recommended reforms,
an OTC derivative was negotiated, priced, and executed as a contract between two counter-
parties, such as an asset manager and broker-dealer. The exchange of risk was completed via
phone and details confirmed (sometimes days later) on paper. Electronic trading via SEFs has
eclipsed this trading method, dominating the bulk of OTC derivatives trading. As shown in
Exhibit 16.2, at the end of the third quarter in 2022, more than 70% of interest rates swaps
executed in the United States were transacted on SEFs, with risk transfer, certainty of trade,
and confirmation occurring near instantly.

Making markets more efficient, this shift to electronic trading has increased pricing trans-
parency. When interest rate swaps were traded over the phone, price discovery occurred
through those phone calls because inter-broker pricing screens were not always accurate.
Today, an investor can see the depth of the derivatives markets on-screen within order books.
While brokers are currently standing behind the trades, it does seem inevitable that at some
point the traditional end-user-to-broker (agency relationship) will become an all-to-all mar-
ket, where end users may ultimately even exchange risk with each other.

While the shift to electronic trading was already underway and would likely have contin-
ued its natural progression, many of the specifics of how derivatives are traded were mandated
by global regulators to address the market’s shortcomings that were laid bare by the GFC.
While each jurisdiction introduced its own rules, they were generally consistent in intent. The
most transformative trading mandate was that most swaps must be traded on a SEF. On SEFs,
a trade inquiry is sent to multiple parties, with the goal of providing price transparency and
price discovery to the end user. The rules specify how many broker-dealers need to see a given
inquiry, depending on its size.

Trade Count

B SEF
M Off-SEF

EXHIBIT16.2 SEF Execution (Q3 2022)
Source: ISDA SwapsInfo Quarterly Review (Q3 2022, p. 12). Available at https://www.isda.org/a/
wMcgE/ SwapsInfo-Third-Quarter-of-2022-and-Year-to-September-30-2022-Review-Full-Report.pdf.
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16.4 CLEARING FIXED-INCOME DERIVATIVES: THE RISE OF CCPs

In addition to trade execution requirements, regulators introduced rules that govern the ongo-
ing financial servicing of swaps, which is referred to as clearing. Specific mandates required
parties to a swap transaction to “give up” the risk management of the trade to a CCP, sig-
nificantly changing the counterparty risk dynamics in the OTC derivatives markets.” While
this section describes the basic structure of clearing, Section 16.5 details the specific tools
CCPs use to manage counterparty risk and provides some recent examples of how CCPs
have failed to operate as expected. Section 16.6 describes how the rise of CCPs has impacted
market participants’ risk profiles and risk management strategies, highlighting some key areas
of vulnerability in current CCP structures.

Bilateral OTC trades result in a direct exchange of funds between the execution parties.
Each counterparty pair has its own legal agreement with potentially different risk manage-
ment terms, including collateral requirements and default processes. Typically, each party
regularly values the price movement of the contract, also known as mark-to-market, and
pre-agreed contractual details dictate the required movement of funds to cover these valua-
tion changes. If a counterparty nears default, the legal agreement specifies the rights of the
other party to exit the trade and demand payment.

The bilateral derivatives market is often depicted as an interconnected field of entities
whose complex system of payments is streamlined by the introduction of a CCP (refer to
Exhibit 16.3). This macro level view clearly demonstrates the efficiencies brought by a central
counterparty, particularly through multilateral netting, where a multitude of payments can
be reduced to just a few. It also highlights the systemic importance of the CCP who sits at the
center of all the market’s trades.

The CCP is not just a conduit for the payments; it also establishes and enforces the risk
parameters that govern trades, which will be discussed later in this chapter. When we look
at an individual trade at a micro level, the CCP’s role becomes clear (refer to Exhibit 16.4),
and the level of complexity introduced to the end-investor when a simple fixed-to-floating
bilateral trade is transformed into a cleared trade can be understood.

The introduction of the CCP is only part of the story as the vast majority of end-investor’s
cleared trades are managed through an intermediary, called a clearing member (CM). Pay-
ments and margin are sent through the CM, creating a node of risk for the end-investor, who
must ensure the CM has sufficient credit and operational standing to manage their funds. The
arrows in Exhibit 16.4 demonstrate the transfer of credit risk across the parties. Importantly,

From non-centrally cleared to centrally cleared exposures
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EXHIBIT16.3 Bilateral Derivatives Market
Source: From BIS Quarterly Review, December 2015. Available at https://www.bis.org/publ/qtrpdf/r_
qt1512g.pdf.
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Cleared relationships introduce multiple parties
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EXHIBIT16.4 CCP Role in a Trade
Source: BlackRock. For illustrative purposes only.

the CMs do NOT assume the CCPs credit risk. Instead, the risk is transferred (contractually)

to the end-investor, resulting in the end-investor having residual counterparty credit exposure
to both the CM and the CCP.

16.5 CCP RISK MITIGATION TECHNIQUES

While counterparty credit risk is materially reduced through the use of CCPs, it is not entirely
eliminated. Additionally, some of that counterparty risk reduction results in incremental lig-
uidity risks and operational risks. CCPs have established a detailed and complex series of
risk mitigation techniques that serve to significantly reduce the counterparty credit risk in the
derivatives markets.® Some of the most important risk mitigation techniques that are used by
CCPs include the following:

CM requirements and surveillance. CCPs establish financial and operational require-
ments for its CMs to ensure that its membership is and remains financially and oper-
ationally sound.

Margin requirements. One of the most visible and effective risk management tools is

the collection of margin, also referred to as collateral. There are two different forms of

margin:

1. Variation margin (VM) is collected on a daily basis to cover the prior day’s market
moves, or mark-to-market.

2. Initial margin (IM) is collected up front to protect against a potential failure of a
counterparty to pay the VM when due. The calculation of IM is done through sophis-
ticated mathematical models that generally use a blend of historical and hypothetical
assumptions to predict the extreme changes in value over a specific amount of time,
typically at more than a 99% confidence interval. The precise assumptions that are
used to determine this metric may vary according to each CCP; the level of IM is
ultimately at the discretion of the CCP.

Default fund. Also referred to as guaranty fund, this layer of capital is meant to protect

against the potential shortfall of IM to cover VM in the event of a counterparty default.

In theory, though not in practice, this level of protection is meant to cover the tail risk

not covered by the IM model. In practice, the size of the default fund is set to cover the

potential loss incurred by the default of one or two of the largest CMs in extreme but
plausible market conditions. However, the default fund may not be sufficient to cover an
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IM shortfall. CMs contribute the vast majority of resources to the default fund, with most
CCPs contributing a modest amount, which is often referred to as the CCP’ “skin in the
game.” End-investors rarely contribute to a default fund and instead pay fees to CMs to
compensate them for their contributions.’ In addition to the prefunded resources, CMs
are often subject to assessments of up to one or two times their original contribution. CMs
are often contractually obligated to fund additional contributions if the total combined
default fund is insufficient to cover a counterparty default. Default funds, by design,
mutualize risk, meaning that each CM is ultimately underwriting some of the credit risk
of the other CMs.

The totality of the financial resources the CCP has to use in a default is referred to as the

waterfall, the default waterfall, or the financial safeguards package (refer to Exhibit 16.5).
While most CCPs have billions of dollars in their financial safeguards packages that cover
a myriad of extreme market conditions, CCPs cannot anticipate every market stress event.
What happens if the resources are insufficient to cover the default? Once the waterfall is
exhausted, the CCP switches to loss allocation tools, which can directly impact the end

investor. These key loss allocation tools include the following:

® Margin haircutting is present in most major CCP’s post-waterfall plans. It is usually

referred to as gains haircutting or variation margin gains haircutting. A CCP can confis-
cate a portion of the profit from the in-the-money trades to cover remaining losses.

N
* Initial margin of defaulting member
Defaulter's » Defaulting member’s guaranty fund contribution
Financial
Resources J
~\
* CCP committed capital (referred to as Skin in the
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CCP’s Resources
J
* Nondefaulting members’ guaranty fund )
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. * Assessment powers
Mutualized
Clearing
Member Losses J

End of the waterfall

* Margin haircutting
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Loss Allocation
and

Recovery or :
Resolution * Service closure

EXHIBIT16.5 CCP Default Waterfall
Source: BlackRock. For illustrative purposes only.
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u Partial tear up can be used to address a market dislocation in a defined subset of trades by
canceling the affected trades, thus removing the obligation of the CCP to further service
them and putting the end-investor’s trade value to zero.

® Full tear up is a partial tear up on a larger scale where an entire asset class or even all
trades at the CCP are canceled.

16.5.1 CCP Risk Mitigation Techniques: What Could Go Wrony?

Even the best laid plans can go astray, and a CCP’s risk structure is no exception. While there
have not been any actual CCP failures in many decades, there have been events that highlight
some of the potential weaknesses in CCPs’ risk structures. For example, a problem with
an Asian CCP’s technology system allowed an incorrect trade to flow through to clearing,
resulting in a loss allocation to CMs upon its ultimate liquidation. In addition, a Nordic
CCP had lax membership standards and failed to accurately model the risk in some of its
trades, resulting in a sizable mutualized loss allocation to its CMs. Lastly, a UK CCP failed to
monitor the buildup of risk among a handful of its CMs in a particular asset class, and when
large price moves resulted in the inability for some CMs to meet VM payments, the CCP
opted to bypass the waterfall and cancel trades instead (employing partial tear ups). While
the Asian and Nordic CCP examples resulted in losses that were contained within the CCP
and its CMs, the UK CCP example had a direct impact on end-investors.

These examples demonstrate areas where the CCP structure came close to breaking down.
Specifically, operational failures and margin insufficiency led to the losses that ensued. These
are examples of a CCP externalizing losses to the market. The CCP’s operational controls
and its financial safeguard package failed, allowing them to push the resulting losses on to
the market.

CCPs design, manage, and sell risk management systems to the market. Just as a buyer
of goods and services expects a quality seller to back its product, a financial investor should
expect the same from the CCP. If the CCP fails to design its business controls and loss waterfall
in a way that provides the service as advertised (e.g., virtually zero probability of loss), that
CCP and its shareholders should be held accountable for the costs of its failure. Unfortunately,
that is not how the market is currently constructed, and an increasing number of market
participants believe this should change.

16.6 THE CALL FOR CHANGE: MARKET PARTICIPANTS ASK
FOR STRONGER CCPs'®

As more and more trades have moved to CCPs to comply with global clearing mandates,
market participants have seen their credit risk exposures shift from traditional banks and
broker dealers to CCPs. For many banks, CCPs are the largest credit exposures recorded on
their books; for end-investors, CCPs dominate derivatives exposures. All the while, evalu-
ating and mitigating CCP risk is challenging. Evaluating CCP risk is constrained by current
limited disclosure standards, and mitigating CCP risk is constrained by monopolistic markets
that are buoyed by global clearing mandates. Market participants have raised concerns across
jurisdictions, highlighting how disclosures should be improved and advocating for higher reg-
ulatory standards to better insulate the market from a CCP failure, given the concentration
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of systemic risk central clearing introduces. Advocacy has included direct engagement with
CCPs and regulators, participation in government-sponsored round tables, working collec-
tively through trade associations, and publishing white papers and open letters to socialize
concerns. Some of the key issues raised include the following:

Disclosures. There are two key pieces of CCP disclosure: (1) the Principles for Financial
Market Infrastructure Disclosure Framework (PFMIs)!! that was introduced in 2012 and
(2) the Public Quantitative Disclosure Standards for Central Counterparties (PQDs),!? intro-
duced in 2015. These two disclosures underpin the risk analysis undertaken by the vast
majority of market participants. Nevertheless, these disclosures lack key elements that would
allow the market to better assess a CCP’s risk profile.

For example, the PFMIs are qualitative and provide high-level, general descriptions of
numerous CCP risk topics. In addition, guidelines suggest the disclosures should be released
every other year, which makes the relied upon information fairly stale for market participants
who operate on a more frequent review cycle. The PQDs provide more specific information on
a quarterly basis, though some data are provided on an aggregate basis, limiting its usefulness.
Importantly, there is no external audit requirement for either the PFMIs or the PQDs, which
undermines the market participants’ confidence in their accuracy and consistency.

“Skin in the game.” The purpose of a CCP’ contribution to the default waterfall is to
align its incentives with prudent risk management. For example, if a CCP’s contribution to the
waterfall is first in line to cover excess loss after a CM default, the CCP will be incentivized to
implement conservative IM models in order to minimize the risk to its own capital. Similarly,
a CCP contribution that is tapped after the default fund is exhausted incentivizes the CCP
to appropriately size its default fund. How much “skin in the game” is needed to optimally
align these incentives is a question that remains unanswered.

Too much “skin in the game” could operate like a subsidy to excessive risk takers and lead
to a moral hazard situation. Too little “skin in the game” creates the potential for excessive
returns to CCP owners who are able to increase risk (through less rigorous risk mitigation)
without bearing the responsibility for potential losses. While the optimal number has not
been widely studied by academics or regulators, market participants are largely united in the
view that what CCPs have today is insufficient.

Figure 16.6 shows default fund and “skin in the game” data for four major swaps
clearinghouses, using each CCP’s PQD disclosure for Q4 2021, converted to USD at 2021
exchange rates: Japan Securities Clearing Corporation, ICE Clear Credit, CME (IRS), and
LCH Swapclear. Default fund sizes range from more than $2 billion to almost $8 billion,
while all “skin in the game” contributions are materially less than $200 million, with LCH’s
(the largest interest rate CCP in the world) and ICE Clear Credit’s (the largest credit CCP in
the world) contributions comprising less than 2% of the default fund. Many market parti-
cipants are highlighting this disparity as a vulnerability to the safety and soundness of CCPs
and are asking regulators to require a better balance between the default fund (contributed
by CMs) and the “skin in the game” (contributed by CCPs).

Loss allocation. As previously discussed, most CCPs have the ability to allocate losses
to CMs and, in extreme circumstances, to end-investors. Additionally, the current incentive
structures could lead to skewed loss allocations, with a CCP able to externalize its business
losses to the market. For the end-investor, the issue of loss allocation is particularly guiling
because the end-investor pays fees for a CCP’s service, which is credit risk mitigation. If that
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EXHIBIT16.6 Default Fund Member Contributions (Q4 2021)
Source: Public Quantitative Disclosures (available on each CCP’s website).

CCP incurs losses due to mispricing of its services or due to mismanagement of products,
basic principles of equity would argue that the loss should be allocated to the CCP’s owners,
not its customers.

Governance. If a CCP is allowed to allocate losses to its customers, then the customers
should have a say in decisions that impact the CCP’ risk mitigation techniques. The risk
management incentive structure is a delicate balance, and governance structures should be
employed to maintain that balance. Most governance structures at CCPs require participants
to act in the interest of the CCP, which could be at odds with market participants’ interests
and, even more importantly, at odds with market stability. In addition, end-investor partici-
pation in a CCP’ governance structure is inconsistent. Optimal structures should allow input
from market participants, including end-investors, and provide transparency to regulators on
divergent views. Enhanced transparency for regulatory authorities would help to prioritize
systemic stability over other interests.
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16.7 CONCLUSION

CCPs are complex financial institutions that play an increasingly important role in derivatives
risk management. Providing credit risk mitigation and transparent aggregate risk informa-
tion, most CCPs are well structured with financial safeguard packages that would withstand
most imaginable market scenarios. However, seasoned risk managers know that not all mar-
ket scenarios are imaginable, and chances are that markets will exhibit future disruptions
that will not have been envisioned. Hence, conservative financial structures are important.
While the probability of a CCP default is low, the severity of loss from a CCP default would
be material. Therefore, despite the disclosure challenges, risk managers should continue to
assess the worst-case solvency of the CCPs that stand behind derivatives trades.

Furthermore, many CCPs are for-profit institutions and are incentivized to generate
returns to owners, often public shareholders. Absent sufficient governance, these incentives
may conflict with prudent risk management. Structuring CCPs to properly align their
incentives, including sufficient capital requirements and regulatory oversight, is paramount.
The global regulatory community continues to evaluate and address the issues raised,
and some progress has been made and continued progress is expected. CCPs have also
voluntarily engaged with market participants to address disclosure issues, in particular. In
the arc of financial market history, the prominence of CCPs is relatively nascent. As critical
market participants, CCPs and global regulators need to continue engaging on the issues,
and market participants should be able to observe ongoing improvements.
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17.1 INTRODUCTION

The credit crisis of 2007-2009 necessitated a rethinking of financial markets, in general,
and risk management practices, in particular. Many investors took losses well in excess of
their expectations, and the subsequent rebound in risk assets that began in the spring of
20009 resulted in significant underperformance for those with conservative allocations. More
distressing was the near complete loss of liquidity and transparency as large segments of the
market literally ground to a halt. Traditional fundamental and technical drivers of risk and
return were overwhelmed by the impact of malfunctioning markets and dramatic changes
in government policy. The paramount importance of managing liquidity was demonstrated
decisively, and the hypothesis of market efficiency as the sole defining paradigm for modeling
and measuring institutional risk had been demonstrably falsified by experience. In light of
these observations from the credit crisis, best practices in risk management needed to be
retooled for a world in which global financial markets cannot be assumed to always be open
and efficient and the rules of the game can be dramatically in flux.

The purpose of this chapter is to present several specific lessons worth remembering from
the credit crisis. The credit crisis demonstrated that many widely used risk management tech-
niques relied on critical assumptions that turned out to be flawed. Recommendations on the
future practice of risk management are made to correct or mitigate the negative impact of
relying on these faulty assumptions. Our discussion of these specific lessons worth remem-
bering from the credit crisis aims to enhance our understanding of why economic theory and
quantitative methods in risk management failed and to offer recommendations for what can
be done to try to correct for these failures in the future.

This chapter does not provide a mathematically oriented review of specific methodologi-
cal modeling flaws, a topic covered by others. For instance, Taleb (2007b) argued against “the
use of commoditized metrics such as ‘standard deviation,” ‘Sharpe ratio,” ‘mean variance,’
and so on in fat-tailed domains where these terms have little practical meaning” (p. 1).2 But

315



316 LESSONS FROM THE CREDIT CRISIS AND CORONAVIRUS PANDEMIC

neither is this chapter a Luddite creed about abandoning quantitative risk management for
a more “common sense” risk management process.> The goal of this chapter is to provide
detailed analysis of six lessons worth remembering from the credit crisis of 2007-2009.

Numerous lessons can be gleaned from the credit crisis, and undoubtedly, this period
will be researched for many years. In this chapter, the following six specific lessons worth
remembering from the credit crisis are explored in-depth. First, institutions must recognize
the paramount importance of liquidity. Second, investors in securitized products need to look
through data to the behavior of the underlying assets. Third, institutions must always be
cognizant that financial certification is useless during systemic shocks. Fourth, market risk
can change dramatically, and institutions need to manage their level of risk rather than letting
it be determined by the market. Fifth, institutions must adapt to the increasing importance of
policy risk. And sixth, institutions must always remember that by the time a crisis strikes, it is
too late to start preparing for it. Undoubtedly many other lessons can be extracted from this
period of unprecedented financial disruption and volatility, but remembering and addressing
these six lessons from the credit crisis will be important for the future success of institutional
risk management.

17.2 THE PARAMOUNT IMPORTANCE OF LIQUIDITY

The Basel Committee on Banking Supervision (2008) used the phrase “the paramount impor-
tance of liquidity” based upon the observation that “a liquidity shortfall at a single institution
can have system-wide repercussions” (p. 7). In this chapter, however, our focus is solely on
the survival of a particular institution. Liquidity is the lifeblood of commerce, and the ability
of institutions to meet their immediate cash obligations is critical to their financial survival.
There are at least two distinct, but relevant and interconnected, definitions of liquidity. As
articulated by the Basel Committee on Banking Supervision (2008),

[flunding liquidity risk is the risk that the firm will not be able to meet efficiently both
expected and unexpected current and future cash flow and collateral needs without
affecting either daily operations or the financial conditions of the firm. Market lig-
uidity risk is the risk that a firm cannot easily offset or eliminate a position at the
market price because of inadequate market depth or market disruption. (p. 1)

During the credit crisis, funding and market liquidity evaporated from large segments
of the fixed income and commercial paper markets for extended periods of time. In many
cases, liquidity returned to these markets primarily as a result of specific government pro-
grams. These programs provided either explicit credit guarantees or incentives to certain
investors to purchase assets. Examples of these programs in the United States included the
Term Asset-Backed Securities Loan Facility (TALF), Money Market Investor Funding Facility
(MMIFF), Term Securities Lending Facility (TSLF), Temporary Liquidity Guarantee Program
(TLGP), Commercial Paper Funding Facility (CPFF), Asset-Backed Commercial Paper Money
Market Mutual Fund Liquidity Facility (ABCP-MMMFLF), and the Public-Private Invest-
ment Partnership (PPIP).

Leading up to the credit crisis, many market participants lost sight of the paramount
importance of liquidity and, as a result, suffered greatly. To some extent the failure of insti-
tutions to manage liquidity was due to complacency and irresponsibility; however, the lack
of appreciation for the importance of liquidity was also due in large part to an inadequate
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conceptual framework. Markets have generally exhibited increasing degrees of liquidity as
improvements in financial modeling and theory, market infrastructure, and the dramatic fall
in the costs of computation, data storage, and data communications have made transac-
tions quicker and easier.* For instance, exchange-traded equities have moved from trading
in eighths to trading in sixteenths and then in decimals, and the abundance of short-term
funding liquidity allowed leverage at investment banks to rise from less than 12 to 1 to as
high as 40 to 1 in the run-up to the credit crisis.> Nevertheless, the credit crisis of 2007-2009
proved that without the necessary liquidity, nothing else matters. Forecasting the synchronous
shortening of investment horizons, which drove much of the liquidity crisis, is a difficult if
not impossible task; hence, the need for institutions to actively plan for the potential loss of
liquidity is vital. As such, we will discuss five distinct lessons worth remembering from the
credit crisis specifically related to the issue of liquidity.

17.2.1 Price # Intrinsic Value Unless Special Conditions Hold

The cornerstone of academic finance for a long time has been the efficient market hypothesis
(EMH), as described by Fama (1965) and Samuelson (1965). In well-functioning markets,
the search for arbitrage opportunities should generally lead prices to approach the market’s
best assessment of intrinsic value.® The argument first put forward by Friedman (1953) was
that prices cannot substantially deviate from intrinsic value for long because arbitrageurs
will always step in to exploit any such mispricing until it disappears. The arbitrageurs are
assumed to ultimately prevail over the naive investors because the naive investors are assumed
to eventually go broke due to their poor investment decisions.

More recently, however, research in finance has focused on the “limits to arbitrage” (see,
for example, DeLong et al. [1990], Lakonishok et al. [1991], and Shleifer and Vishny [1997]).
This strand of research argues that funding liquidity constraints will force arbitrageurs to
go broke long before market prices return to intrinsic value. These constraints include the
inability to sell short; short investment horizons; and the existence of systematic, directional
noise trading.

During the credit crisis, several seemingly obvious arbitrage opportunities failed to be
exploited. Such opportunities included pre-refunded (tax-exempt) municipal bonds trading
at higher yields than (taxable) US Treasuries of similar maturities, and special purpose acqui-
sition companies (SPACs) that had not yet made a single acquisition but traded at a significant
discount to the cash on their balance sheets.” Although an argument can certainly be made
that these examples of unexploited arbitrage opportunities (i.e., liquidity premia, asymmetric
information, and so on) are not necessarily definitive violations of the EMH, the credit crisis
demonstrated that markets can break down so dramatically that market prices simply do not
even exist for extended periods of time! If there is a sustained lack of bids on a valuable asset,
the nuances of claims of market efficiency become somewhat irrelevant.®

Many missed arbitrage opportunities occurred in the over-the-counter markets where
the vast majority of fixed-income assets are typically traded. There are literally millions of
tradable fixed-income securities. On a given “typical” (i.e., pre- or post-crisis) day, some of
these securities, such as on-the-run Treasuries, will trade thousands of times a day. Others,
corporate bonds for example, might trade sporadically over the course of a day. Yet others
might trade only every few days, while some might never trade at all.” As a result, it is rarely
the case that fully synchronous prices exist for the bond markets.

Typically, most bonds are priced intraday “off” one or more liquid instruments, such as
an on-the-run Treasury or an interpolated Treasury curve, an interest rate swap or swap curve,
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a credit default swap, or an interest rate option or implied volatility surface. Thus, when
seeking the value of a bond, investors generally rely on direct quotes from broker/dealers,
“indications” of value from broker/dealers who are not making a firm offer to buy, or a
third-party pricing service that “prices” bonds by determining an indicative pricing matrix
garnered from discussions with broker/dealers about bond spreads off more liquid sectors of
the market. During the credit crisis, through our interactions with industry peers, we became
aware of the increased use of “pricing” or “valuation” committees by asset managers as the
veracity of “published” prices broke down. What is the market value of an asset that does not
trade? During the credit crisis, published prices from third-party pricing vendors for many
securities were materially greater than the levels that could actually be obtained from the
markets, assuming any price was executable at all.

The valuation problem is not as simple as it might appear to those who view the financial
world through the lens of large capitalization stocks on the New York Stock Exchange and
other public exchanges. In fact, the accounting profession felt the need to provide detailed
guidance on how to value assets precisely when markets are not active. In a real-time market
for securities with lots of available information, it is, of course, hard to reconcile the EMH
with an inactive market. In the United States, the Financial Accounting Standards Board
(FASB) Statement of Financial Accounting Standards (FAS) No. 157 issued in September 2006
required 128 pages to explain a framework for valuing assets in inactive markets. The FAS
Staff Position (FSP) FAS 157-3 issued on October 10, 2008, right in the middle of the credit
crisis, “clarified” the notion of price (i.e., fair value) “when the market for that asset is not
active (italics added),” as follows:

A fair value measurement represents the price at which a transaction would occur
between market participants at the measurement date. As discussed in Statement 157,
in situations in which there is little, if any, market activity for an asset at the measure-
ment date, the fair value measurement objective remains the same, that is, the price
that would be received by the holder of the financial asset in an orderly transaction
(an exit price notion) that is not a forced liquidation or distressed sale at the mea-
surement date. Even in times of market dislocation, it is not appropriate to conclude
that all market activity represents forced liquidations or distressed sales. However, it
is also not appropriate to automatically conclude that any transaction price is deter-
minative of fair value. Determining fair value in a dislocated market depends on
the facts and circumstances and may require the use of significant judgment about
whether individual transactions are forced liquidations or distressed sales. (p. 3)

The position of the FASB is that, even in an inactive market with forced liquidation
and/or distressed sales, the notion of “fair” value still exists and that value may be materially
different than observed market prices. The FASB also asserts that the existence of a market
dislocation does not necessarily invalidate the information content of observed prices. It is
fair to say that the need for such “clarification” from the FASB demonstrates the level of
turmoil and disorder in the markets.

The FASB groups assets into three categories depending on the confidence associated
with their valuation. Level 1 assets are assets that are readily traded and whose prices are
directly observable, Level 2 assets are assets that are priced based upon readily observable
market quantities, and Level 3 assets are assets for which no observable or comparable
market prices exist. To put the magnitude of the valuation problem into context, consider
the massive growth of Level 3 assets during the credit crisis. As of the fourth quarter of 2008,
financial companies in the S&P 500 had nearly $537.4 billion of Level 3 assets. For a sense
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of perspective, note that the total market capitalization of S&P 500 financial companies at
the end of 2008 was $598 billion. It is certainly true that the value of these assets could be
much less than their reported value of $537.4 billion. It is also true that the value of these
assets is certainly not zero, yet these assets have no readily observable price. Without a mar-
ket price, financial markets cannot clear and asset sales cannot be used to turn wealth into
cash regardless of their intrinsic value. The failure to account for the risk of an asset’s value
becoming unobservable can be devastating.

Therefore, while it is not appropriate to abandon the concept that on many, if not most,
occasions markets will exist with pricing that is a decent estimate of the intrinsic value of an
asset, it is equally inappropriate and downright imprudent to permit a financial institution’s
objectives and viability to become hostage to the assumption that an open and efficient market
will be waiting for it at all times. Institutions need to pay close attention to their vulnerability
to a failing market and take concrete steps to limit this exposure. Being highly attuned to the
cash flow requirements of liabilities to creditors and beneficiaries is one of the best ways to
limit this kind of vulnerability.

17.2.2 Cash and Cash Flow Are the Only Robust Sources of Liquidity

Arguably one of the best analogies used to describe a liquidity crisis is that “liquidity is
like oxygen—you really notice how much you need it once it is gone.”!? If an institution’s
assets and liabilities are perfectly structured, securities do not need to be sold to raise cash.
Regardless of market conditions, positions could always be held to maturity and funding
liquidity risk would cease to be an important concern. The credit crisis revealed, however,
that many institutions had not structured their portfolios with sufficient attention to the cash
flow requirements of their liabilities, meaning that portfolios needed to access markets in
order to sell assets and generate cash. But, as discussed previously, the risk of relying solely
upon the market mechanism can at times be so onerous as to put an institution in jeopardy.
The only consistently reliable way to meet demands for cash is through portfolio cash flow,
reserves of cash, or highly liquid securities.

The liquidity crunch experienced by many institutions does not mean that the institu-
tions did not make forward cash flow projections, but rather that those projections may not
have properly distinguished the certitude of the forecasted asset cash flow that was being
generated. Not all portfolio holdings have equally reliable cash flows, and the credit cri-
sis highlighted the dangers of confusing projected cash flows with well-defined and reliable
cash flows. An example of a security that can generate consistent and reliable cash flows is a
high-quality bond with fixed coupon and principal payments. Other forms of portfolio cash
flows, such as cash dividends or distributions from private partnerships, were revealed to be
much more variable. This lesson is embodied to a large extent in Principle 1 of the “Principles
of Sound Liquidity Risk Management and Supervision” issued by the Basel Committee on
Banking Supervision (2008). It is appropriate to substitute the phrase “financial institution”
for “bank” because this sound principle is universally applicable. Principle 1 states that

[a] bank is responsible for the sound management of liquidity risk. A bank should
establish a robust liquidity risk management framework that ensures it maintains
sufficient liquidity, including a cushion of unencumbered, high-quality liquid assets,
to withstand a range of stress events, including those involving the loss or impairment
of both unsecured and secured funding sources. (p. 9)
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The credit crisis demonstrated unequivocally that it is folly to assume that markets will
always be available to provide required liquidity. Just as running a critical care medical facil-
ity without a backup electrical generator would constitute gross imprudence, it is imprudent,
bordering on malfeasance, to run a financial institution in a manner dependent on continu-
ously available market liquidity. Many investors, who grew complacent and assumed market
liquidity would always be available, learned this lesson the hard way.

One way to think about the conceptual problem faced by many institutions is that their
asset allocation and risk models did not sufficiently penalize illiquid securities. These models
do not generally make a distinction between the prices of securities that can be easily con-
verted into cash using the market and those that cannot.!’ Anyone who has gone through the
process of obtaining month-end marks for fixed income and alternative securities knows that
widely quoted prices are more like appraisals than actual conversion-to-cash prices. More-
over, standard techniques in multi-asset portfolio optimization tend to compound problems.
Portfolio optimizers typically recommend placing sizable allocations in illiquid securities
because state-of-the-practice risk models are unable to distinguish between prices for US Trea-
suries, which actually are conversion-to-cash prices, and dealer marks for illiquid securities,
which are more like appraisals and can differ substantially from conversion-to-cash prices.

A prime example of this problem is the endowment investment model that had been
popularized by David Swensen, the head of Yale University’s endowment. Swensen (2009)
advocated large allocations to illiquid asset classes such as real assets, hedge funds, and private
equity. A breakdown of the Yale endowment’s asset allocation is provided in Exhibit 17.1.
Over a 5-year period, the Yale endowment averaged allocations of only 12.3% and 4.4%
to the traditional, liquid asset classes of US equity and fixed income, respectively. However,
Yale’s allocation to the illiquid absolute return, real asset, and private equity strategies aver-
aged 67.2% over the same 5-year period. Moreover, by 2008, the Yale endowment was even
running a slightly leveraged portfolio with a =3.9% allocation to cash.

Swensen (2009) advocated large allocations to illiquid strategies for two basic reasons.
First, investors typically “overpay” for more-liquid securities. Second, finding top managers
in illiquid asset classes is easier and offers greater returns than searching for top managers in
liquid asset classes.'> The ability of the Yale endowment to generate above-market rates of
return cannot be questioned. On June 30, 2008, the Yale endowment had earned a 15.9%
annual return over a 20-year period and a 16.3% annual return over a 10-year period.?
These large returns enabled the endowment’s revenue contribution to grow from $45 million

June 30, 2008 June 30, 2007 June 30, 2006 June 30, 2005 June 30, 2004

Liquid Assets 25.4% 31.0% 32.5% 34.6% 40.5%
US Equity 10.1 11.0 11.6 14.1 14.8
Fixed Income 4.0 4.0 3.8 4.9 7.4
Non-US Equity 15.2 141 14.6 13.7 14.8
Cash -3.9 1.9 2.5 1.9 3.5

llliquid Assets 74.6 69.1 67.5 65.5 59.4
Absolute Return 25.1 23.3 23.3 25.7 26.1
Private Equity 20.2 18.7 16.4 14.8 14.5
Real Assets 29.3 271 27.8 25.0 18.8

EXHIBIT17.1 Yale Endowment Asset Allocation
Source: The Yale Endowment (2008), as cited in Golub and Crum (2010a).
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and 10% of total revenues in 1985 to a projected $1.15 billion and 45% of total revenues
in 2009.

During the credit crisis, illiquid assets unfortunately experienced large negative returns.
The Yale endowment ran into difficulty generating cash at exactly the same time that demands
for cash from the Yale University budget were at their highest. Thus, the Yale endowment,
as well as the other asset managers that subscribed to the Swensen endowment model, found
that high paper returns do not necessarily correspond to adequate liquidity. As Bhaktavat-
salam and Wee (2009) noted, “investment losses since September have forced colleges such
as Harvard and Yale to freeze salaries, delay construction projects or borrow money to meet
their budgets” (p. 1).

It is unlikely that the cost of this real financial distress will be deducted from the posted
returns of the Yale endowment or the endowments of other universities, colleges, and non-
profits; however, given that Yale University and other institutions were forced to become the
de facto providers of liquidity in place of their endowments, some performance adjustment is
most likely warranted in trying to realistically assess the performance of the Swensen endow-
ment model relative to other investment strategies. The market will not always be available to
turn wealth into cash, especially for illiquid asset classes. Risk managers must always remem-
ber that cash, reliable cash flow, and unencumbered highly liquid assets are the only robust
sources of liquidity.

17.2.3 Complexity and Opacity Matter More Than You Think

In well-functioning markets, arbitrage should push price toward intrinsic value. However,
arbitrage relies upon the presence of expert investors who actually know the intrinsic value.
An interesting result of price being near intrinsic value is that many investors can gain the
benefits of diversification by taking positions in a security without having to be an expert
in the security. In essence, market efficiency enables non-expert investors to free ride expert
investors. The result is that liquidity will tend to be higher when price hovers around intrin-
sic value for sustained periods of time as non-expert investors enter to take advantage of
diversification opportunities.'*

When severe market dislocations occur in a particular asset class, many concentrated
expert investors will be knocked out of the market because they typically have the largest
exposures to the assets in question. In complex and opaque markets, the number of expert
investors tends to be small. Many of the asset classes most severely impaired during the credit
crisis were exceedingly complex. They required sophisticated analytics and large databases
that were regularly refreshed with the current state of the collateral underlying each of the
complex assets. In addition, expert investors would use statistical models to drive intricate
cash flow models, which were, in turn, inputs into Monte Carlo valuation engines. Infras-
tructures like these can take years and cost millions of dollars to build and millions more
to maintain. Finally, for these models to have an impact, large pools of capital are needed to
take positions of sufficient size to justify the substantial fixed investment in analytics. Without
these expert investors, the price arbitrage process can quickly break down. Without arbitrage,
price will inevitably deviate from intrinsic value and liquidity will collapse as expert investors
are forced to sell, while non-expert investors refuse to enter the market given the uncertainty
in pricing. The result is that prices must fall to “stupid cheap” levels in order to bring new
buyers to the market who can participate without similar investments in analytics.'> One
indirect way to observe this phenomenon is to look at the kurtosis of complex assets relative
to simple assets. The monthly mean, standard deviation, and kurtosis of returns for several
fixed-income indices since August 31, 1999, are displayed in Exhibit 17.2.



322 LESSONS FROM THE CREDIT CRISIS AND CORONAVIRUS PANDEMIC

Moment US AGG TSY AGY CORP MBS ABS CMBS
Mean 0.52% 0.51% 0.51% 0.54% 0.53% 0.44% 0.52%
Standard Deviation 1.09 1.42 1.08 1.81 0.84 1.27 3.08
Kurtosis Pre-Lehman 1.55 1.24 1.91 1.41 0.29 0.04 1.33
Kurtosis Full Sample 1.47 1.46 1.88 5.50 2.53 9.86 17.67

EXHIBIT17.2 Fixed-Income Monthly Return Moments, August 31, 1999-September 31, 2009
Sources: Monthly index return data from Barclays Capital and authors’ calculations, as cited in Golub
and Crum (2010a).

Exhibit 17.2 shows that kurtosis in complex securitized assets, such as commercial
mortgage-backed securities (CMBS), is more than 12 times the kurtosis of simple assets,
such as US Treasuries and US agency debt, and even of a broad fixed-income index, such as
the Barclays Capital US Aggregate.'® Furthermore, prior to the bankruptcy filing of Lehman
Brothers, the kurtosis of complex securitized assets was actually less than that of the Barclays
Capital US Aggregate. But when the liquidity crisis really hit after the Lehman bankruptcy,
the kurtosis of complex securitized assets increased several-fold while the kurtosis of simpler
assets barely moved. In other words, the potential for prices of complex assets to gap so sub-
stantially could not have been inferred from past data. Only the recognition that these markets
were intrinsically more fragile, because only a few entities were truly experts in complex
assets, would have alerted risk managers to the potential for large negative tail returns.

As a result, all investors, and risk managers especially, need to use common sense and to
be cognizant of the complexity of the markets in which they operate. Risk managers should
not view all new assets as Rubik’s cubes that have to be solved, nor should they fear being
deemed unsophisticated if they find certain assets exceedingly complex and therefore inap-
propriate investments. If smart risk managers cannot wrap their arms around a new idea after
a reasonable amount of focused time, it may be that only very few people can. It is precisely
these types of products that are susceptible to fragile market behavior. Complex markets will
have fewer genuinely expert investors, and hence, any market dislocation can cause liquid-
ity to quickly disappear. Risk managers must heighten their awareness of an asset’s level of
complexity. For risk management purposes, complex assets should be grouped with illiquid
holdings when attempting to measure total portfolio exposure to liquidity risk. Complex
assets must be assumed to always have the potential to become illiquid, even when trading is
robust and pricing is consistent with intrinsic value, because in a stressed scenario these types
of holdings are likely to be the first ones adversely affected.

17.2.4 Collateralization Can Be a Two-edged Sword

The credit crisis demonstrated decisively that counterparty exposure is not just a theoreti-
cal risk. Many firms incurred large counterparty losses for the first time as Lehman Brothers
failed, and the immediate aftermath of the failure was handled in such a dysfunctional man-
er.!” This financial catastrophe caused market participants to attempt to improve their
control over counterparty risk by, among other approaches, aggressively extending collat-
eral agreements to cover situations where uncollateralized exposures remained. In general,
collateralization can significantly reduce counterparty risk, but even with collateralization
many risks remain, although some are more obvious than others.
First, institutions must remain vigilant. For instance, they need to be alert to errors
purportedly due to “computer problems” or “mistakes” and other signs of dealer stress
when collateral transfers are due. Second, the collateral valuation process must be aggressively
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managed, and counterparties need to be ready to challenge dealers when appropriate, push-
ing back against opportunistic repo desks. It is not uncommon for actual executable levels
in the fixed-income markets, particularly for less-liquid securities during periods of market
stress, to be worse than the pricing from third-party pricing services. But during the credit
crisis, we observed many situations in which repo desks used significantly more adverse prices
than the prices provided directly from the trading desks of their own firms! Third, institutions
need to carefully scrutinize the quality and value of collateral being delivered to them. The
terms of collateral support agreements (CSAs) need to be read carefully to make sure that
the type of collateral and the haircuts are reasonable. Absent this detailed review, institutions
may discover that for over-the-counter securities, the terms of trade do not sufficiently protect
borrowers from being subject to forced liquidations at highly disadvantageous prices. Fourth,
the CSAs need to be reviewed very carefully with respect to the process by which haircuts can
be changed; at a minimum, notice periods should be required before any adverse changes in
haircuts go into effect so that the borrower has time to either move his financing or to raise
the necessary additional collateral or liquidity. Last, institutions need to run stress tests on
collateralized positions—particularly illiquid ones—that incorporate both extremely adverse
market outcomes and adverse changes in the level of haircuts. Institutions that borrow against
these positions must ensure that they have adequate liquidity to meet the contingent demands
for liquidity.

A more subtle issue, though, is that institutions with limited liquidity must recognize that
most collateral support agreements require two-way flows. Hence, while collateral support
agreements reduce counterparty risk, they can also greatly increase funding liquidity risk.
Stricter market standards typically require cash or high-quality, liquid securities to meet col-
lateral requirements. This means that collateral calls can easily force illiquid portfolios into a
funding liquidity crisis even if there are no other external demands for cash, such as investor
redemptions. In such a situation, the noble objective of trying to reduce credit exposure to
counterparties could exacerbate funding liquidity risk. In cases where hedging is used to man-
age market risk, the same type of trade-off may need to be made. And while credit risk and
market risk may prove to be very damaging, the inability to meet collateral calls can often
prove to be fatal. We are aware of a number of liquidity-impaired institutions that, when faced
with this trade-off, chose to either leave certain derivatives on a non-collateralized basis or
to lift market hedges designed to reduce risk in order to avoid the likelihood of bankruptcy
if they were presented with collateral calls. The inability to meet demands for collateral can
set off rapid downward spirals in the ability to access liquidity. Risk managers of institutions
must be aware of this trade-off and be prepared to balance normal risk management processes
with the liquidity pressures that collateral agreements can create.

Perhaps the most famous downward “death” spiral of the credit crisis caused by collat-
eral support agreements is the near collapse of AIG. Mollenkamp et al. (2008) described the
counterparty risk associated with the credit risk models provided to AIG by consultant Gary
Gorton:

Mr. Gorton’s models harnessed mounds of historical data to focus on the likelihood
of default, and his work may indeed prove accurate on that front. But as AIG was
aware, his models didn’t attempt to measure the risk of future collateral calls or
writedowns, which have devastated AIG’s finances. ... The problem for AIG is that
it didn’t apply effective models for valuing the swaps and for collateral risk until the
second half of 2007, long after the swaps were sold. ... The firm left itself exposed to
potentially large collateral calls because it had agreed to insure so much debt without
protecting itself adequately through hedging. (p. A1)



324 LESSONS FROM THE CREDIT CRISIS AND CORONAVIRUS PANDEMIC

Collateral Cumulative

Date Event Posted Total

September 5, 2007 AlG posts $450 mil after GS demands $1.5 $450 mil $450 mil
bil in collateral.

November 1, 2007 AIG posts $1.5 bil after GS demands $3 bil $1.5 bil $1.95 bil
in additional collateral.

November 1, 2007-March 28, 2008 AIG discloses cumulative collateral posts of $3.35 bil $5.3 bil
$5.3 bil.

March 28, 2008—June 8, 2008 AIG discloses cumulative collateral posts of $4.4 bil $9.7 bil
$9.7 bil.

June 8, 2008-September 9, 2008 AIG discloses cumulative collateral posts of $6.8 bil $16.5 bil
$16.5 bil.

October 15, 2008 AIlG forced to raise $14.5 bil in additional $14.5 bil $31 bil
collateral after S&P downgrade.

October 15, 2008-December 10, 2008  AIG discloses $37.3 bil in cumulative $6.3 bil $37.3 bil

collateral posts and new government
bailout of $150 bil.

EXHIBIT17.3 AIG and the Two-Edged Sword of Collateral
Source: Kiel (2008), as cited in Golub and Crum (2010a). GS is Goldman Sachs.

Exhibit 17.3 details the numerous collateral calls that eventually forced the US Treasury
and the Federal Reserve to commit $182 billion to prevent AIG’s collapse. It is very likely
that the AIG insurance units were worth more than the losses incurred on CDS protection
written by its Financial Products Group, AIGFP. However, the liquidity demands triggered by
the downgrades of AIG were so great that they quickly overwhelmed the company’s ability
to raise cash by selling assets. The near collapse of AIG is an extreme example of the conse-
quences of failing to account for the liquidity demands of collateral support agreements.

17.2.5 Liquidity Is a Common Risk Factor

The liquidity of an investment can have a material impact not only on the ability to raise
cash by selling an asset, but also on the level of market returns. Conceptually, it stands to
reason that investors need to be paid a premium to hold illiquid positions because market
liquidity represents a valuable option available to exercise. Pastor and Stambaugh (2003)
and Amihud and Mendelson (1986) demonstrated that more-illiquid securities have, in fact,
earned higher rates of return over time. The existence of this premium creates, either directly
or indirectly, a common risk factor. The direct impact of market liquidity on asset returns
is fairly well known. In periods where returns to liquidity are large, both liquid and illiquid
securities will show sharply negative correlations. For instance, in the fourth quarter of 2008,
returns to liquidity were very high. The liquid Barclays Capital US Treasury Index earned its
highest quarterly return (8.75%) since the first quarter of 1986, while the illiquid Barclays
Capital Asset-Backed Securities (ABS) and Barclays Capital Commercial Mortgage-Backed
Securities (CMBS) indices earned their lowest quarterly returns ever, —6.82% and -13.52%,
respectively.!$

The credit crisis has shown that risk managers need to monitor the liquidity risk on
all their securities, even those that appear very liquid. Exhibit 17.4 displays the cumulative
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EXHIBIT17.4 AS$/¥ Carry Trade Cumulative Returns and Bid-Ask Spread
Source: Bloomberg and authors’ calculations, as cited in Golub and Crum (2010a).

returns of going long the Australian dollar (A$) and short the Japanese yen (¥) from Septem-
ber 2002 to June 2009. The long A$/short ¥ carry trade was an extremely popular position
in the run-up to the credit crisis, and according to any state-of-the-practice risk model, the
trade should not have been exposed to liquidity risk. Foreign exchange markets are among
the most liquid markets in the world, and both Japan and Australia are developed market
economies making them relatively immune to the “sudden stops” in capital flows that can
strike developing economies.

In reality, however, this trade had very large exposures to liquidity risk. As a commodity
exporter, Australian growth is much more exposed to illiquid, emerging market countries.
Furthermore, this particular trade was extremely popular among market participants who
used leverage to enhance returns. These market participants were also exposed to liquidity
shocks, similar to those that afflict emerging market countries.

Market participants that exposed themselves to the liquidity risk of the long A$/short
¥ carry trade enjoyed several years of consistently strong returns. Between the fall of 2002
and summer of 2008, this position more than doubled in value. In less than a few months,
however, in the fall of 2008, nearly all those gains were wiped out. Liquidity shocks sent
emerging markets economies and trade finance into a tailspin, putting pressure on commodity
exporters such as Australia. Liquidity shocks also impaired funding to leveraged players just
when trades, such as the long A$/short ¥ carry trade, were going against them. This forced
many market participants to liquidate positions at exactly the same time. Hence, returns to
the liquidity-exposed carry trade became extremely negative and bid-ask spreads spiked more
than eight times.!”

The preceding analysis demonstrates how even extremely liquid foreign exchange mar-
kets are exposed to the common risk factor of liquidity. It is interesting to note that in the
initial stages of a liquidity crisis, the more-liquid securities can actually be the hardest hit
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because liquidity-poor investors often have little choice but to sell their most-liquid positions
first in order to minimize transaction costs. In fact, liquid portfolios of all sorts become the
“ATM machines” for many liquidity-strapped market participants. This common character-
istic of various securities will, on occasion, create atypical correlations in the market where
liquid positions suffer declines together. As a liquidity crisis progresses, though, the adverse
market impact on more-illiquid securities appears to propagate more slowly. This occurs
because the ability to measure changes in market values for these securities is more limited as
the markets are themselves less transparent. However, declining liquidity will eventually lead
to forced sales as lenders refuse to take illiquid securities as collateral for market value-based
loans. In the later stages of a liquidity crisis, the value of illiquid securities will fall spasmod-
ically with observed executions. At this stage in a crisis, liquid positions will significantly
outperform as they retain more value relative to illiquid securities.

This is likely the exact phenomenon that generated the “quant crisis,” which struck
large-capitalization equity stocks in August 2007. Khandani and Lo (2008) found evidence
that the quant crisis resulted from the rapid unwinding of equity portfolios with large expo-
sures to the equity value risk factor or stocks with high earnings-to-price, cash flow-to-price,
and book-value-to-price ratios. Furthermore, Litzenberger and Modest (2008) argued that the
quant crisis started as “losses in the sub-prime credit market, extreme movements in credit
spreads, and the steep declines in prices of many buy-out-related equities led to deleveraging
by several large hedge funds and proprietary trading desks and ultimately to forced liquida-
tions of positions held by many market-neutral quantitative equity strategies” (p. 5).

As is well known, most equity value stocks quickly bounced back by the end of August
2007, and the liquidity crisis moved on to devastate the securitized products from which the
crisis originated. The quant crisis of August 2007 demonstrated the large losses that indirect
exposure to liquidity risk can generate even in extremely liquid positions such as large-cap
equity. Quantitative equity funds wanted exposure to the equity value risk factor due to its
history of consistent, strong returns. Unfortunately, this pure play on equity value became
a sizable exposure to liquidity factor risk as the strategy became increasingly crowded by
leveraged players.

The lesson worth remembering from the credit crisis is that liquidity is a common risk
factor that can at times generate very large positive and negative returns. Risk managers need
to carefully monitor positions with direct exposure to liquidity risk, such as securities with
large bid-ask spreads, limited trading volume, or high complexity, as discussed earlier. Risk
managers must also monitor the indirect liquidity risk in their liquid positions. Unfortunately,
indirect exposures to liquidity risk are difficult to measure quantitatively, but crowded trades
and embedded exposures to illiquid positions, such as bank stocks with embedded exposure
to complex securitized assets, are warning signs that risk managers must closely monitor in
addition to traditional quantitative measures of liquidity risk.

17.3 INVESTORS IN SECURITIZED PRODUCTS NEED TO LOOK PAST
THE DATA TO THE UNDERLYING BEHAVIOR OF THE ASSETS

As is generally well accepted, the genesis of the credit crisis was in complex and, in ret-
rospect, poorly understood securitized US mortgage products.”?’ Many market participants
were subsequently caught off guard by their inability to substantively assess the underlying
exposures in those products. One lesson certainly worth remembering from the credit crisis
is that investors and risk managers need to be more hands-on and to develop a deeper and
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direct understanding of the underlying assets, including an understanding of the behavior,
incentives, and current practices of borrowers, servicers, and originators. Furthermore, this
hands-on knowledge needs to be adequately incorporated into risk analytics and models.
The original attraction of securitization was that it provided ways for investors to easily and
efficiently invest in new asset classes and obtain portfolio diversification through ownership
of different types of market beta. Ideally, securitization permits information costs to be greatly
economized. Securitization should in theory lead to the standardization of investment vehicles
and enhanced liquidity for the underlying assets being securitized.

Many distinct players are involved in the securitization process. Originators make loans
to individual borrowers for varied needs: residential mortgages, credit cards, auto loans, and
commercial real estate mortgages. Some originators immediately sell all of their loans and
others act solely as agents for portfolio lenders. Others might warehouse loans prior to sell-
ing them for securitization. Investment bankers assemble deals by bundling the underlying
assets into pools and then provide the initial data on pool characteristics to investors. Rating
agencies initially assess the credit risk of deals, rate them, and then continue to monitor risks
throughout the life of the product. Servicers then provide ongoing information on the perfor-
mance of the underlying asset pool. Finally, broker/dealer trading desks make markets in the
different tranches of the securities as well as provide investors with the regular market valu-
ations they require. They also stand by, willing to commit their capital to provide investors
with market liquidity by making reasonably tight secondary markets.

The net result of these endeavors was to increase investor access to new asset classes and
to drive rapid growth in the issuance of securitized assets in the run-up to the credit crisis
as displayed in Exhibit 17.5. After years of relative success, combined with the development
of increasingly sophisticated analytical and statistical modeling, these efforts also began to
encourage a sophisticated style of “analytically intensive armchair management” that relied
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EXHIBIT17.9 Growth in Issuance of Securitized Assets
Sources: Securities Industry and Financial Markets Association (2008) and authors’ calculations, as
cited in Golub and Crum (2010a).
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on data, statistical models, and technology to perform surveillance over portfolios versus
“boots on the ground.” The credit crisis demonstrated the limitations of this investment pro-
cess as many securitized products were racked by severe defaults, delinquencies, and loss
severities completely outside the realm of expectations. The quality and performance of the
underlying assets turned out to be materially worse than expected. The integrity of the actual
underwriting standards and of borrower behavior is now known to have been much worse
than what many investors could have anticipated. These revelations, however, were probably
not as big a surprise to many loan brokers, originators, and servicers. In many cases, behavior
by borrowers and lenders was borderline fraudulent and was not something that any amount
of armchair data analysis or modeling could ever have uncovered.?!

A key lesson of the crisis is that investors seeking to participate in complex securitized
products need to be deeply involved in the information cycle. A method for assessing the
quality, completeness, and relevance of data must be developed. In many cases, there is no
substitute for direct due diligence by investors. In the run-up to the credit crisis, for instance,
data showing low default and delinquency rates masked deteriorating borrower and collat-
eral quality as home equity cash-outs increased aggregate leverage in the household sector.
Collecting and analyzing more default and delinquency data alone would never have revealed
the significant slide in lending standards. The standard data on securitized products had lost
its substantive information content. Only field-level research and the collection of additional
nonstandard data on the underlying assets would have alerted investors to growing prob-
lems. A perfect example of this is the Countrywide Home Loan Mortgage Pass-Through
Trust 2007-HY7 (CWHL 2007-HY?7) detailed in Exhibit 17.6.%2

As Exhibit 17.6 shows, this particular non-agency residential mortgage-backed security
has collateral characteristics that appear to be very favorable. The mortgage loans are to prime
borrowers with a weighted average FICO score of 738.58.23 The mortgages are first-lien loans
and borrowers are well above water with a weighted average loan-to-value (LTV) ratio of less
than 72%. CWHL 2007-HY7 consists of conventional hybrid adjustable-rate mortgages, and
the weighted-average fixed rate period is more than 6 years. CWHL 2007-HY7 does have a
high percentage of California loans at 45.72%, but in recent years California was one of the
strongest housing markets. CWHL 2007-HY7 was securitized into 34 certificates, of which
27 were offered and 7 were not. Both Moody’s and S&P rated 24 of the 27 offered certificates
AAA. The remaining three certificates were rated Aa2, A2, and Baa2 by Moody’s and AA+,
AA, and A by S&P. Therefore, all of the offered certificates were rated at least investment
grade by Moody’s and S&P.

Loan Group 1 Loan Group 2 Loan Group 3 Loan Group4  Total Pool

Principal Balance $63,330,778  $219,914,897 $177,522,952  $99,209,739  $559,978,366
Principal Balance (%) 11.31 39.27 31.70 17.72 100.00
Fixed Rate Period (months) 36 60 84 120 75.52
CA Mtg. Loans (%) 36.56 43.65 40.47 65.55 45.72
Loan to Value (%) 72.44 70.85 71.30 72.40 71.45
Avg. Current Mtg. Rate (%) 6.09 6.62 6.66 6.77 6.60
Avg. FICO Score 738.00 735.00 743.00 739.00 738.58

EXHIBIT17.6 CWHL 2007-HY7 Pool and Loan Group Characteristics
Sources: Countrywide Home Loans Servicing (2007) and authors’ calculations, as cited in Golub and
Crum (2010a).
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EXHIBIT17.7 CWHL 2007-HY7 Collateral Performance
Source: Bloomberg, as cited in Golub and Crum (2010a).

Exhibit 17.7 shows the actual credit performance of CWHL 2007-HY7 since its issuance
in late 2007. The delinquency and foreclosure rates indicate that the deal had been a total dis-
aster. Only 20 months after issuance, more than 25% of the pool was 60 days delinquent, and
nearly 10% was in foreclosure. Investors and rating agencies thought that CWHL 2007-HY7
was a high-quality deal with prime borrowers who had an average 739 FICO score and 72%
LTV. Unfortunately, these statistics had lost their information content as the housing bubble
progressed and the nature of the collateral changed.

As the housing bubble progressed, more borrowers sought loans with more favor-
able repayment terms, added leverage, and relaxed underwriting standards, including
higher-quality prime borrowers. In order to meet the demands of borrowers and to satisfy
strong investor demand for mortgage-backed securities backed by loans to borrowers
with high FICO scores and low LTVs, originators began to issue a very different kind of
mortgage. The new mortgages included the increased use of interest-only features, higher
combined LTVs through the use of second-lien mortgages and home equity loans, and
relaxed underwriting standards, such as increased issuance of less than full documentation
loans. Returning to the CWHL 2007-HY7 deal, had an investor actually known what
characteristics to look for, information from the loan prospectus would have revealed
that CWHL 2007-HY7 contained riskier mortgages than even the contemporary pools of
prime mortgages. For example, as shown in Exhibit 17.8, 95% of the loans were not fully
amortizing compared with 84% of the 2007 prime cohort, and 80% of the borrowers did
not fully document their income compared with 63% of typical 2007 prime mortgages.
In fact, the change in the mortgage origination market was so pronounced that even these
additional statistics did not fully capture the slide in lending standards. For instance, Missal
and Richman (2008) noted that some employees at subprime lender New Century “measured
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CWHL 2007-HY7 2007 Prime Hybrid Cohort

Combined LTV 77% 74%
Less than Full Documentation 80 63
Interest Only 95 84
60+ Days Delinquent (% Current Balance) 25 8

EXHIBIT17.8 Deteriorating Quality of Underlying Assets
Sources: Countrywide Home Loans Servicing (2007), Bordia et al. (2009), and authors’ calculations,
as cited in Golub and Crum (2010a).

loan quality by whether the loan could be sold, not whether it was likely that the borrower
would meet his or her obligation” and the Federal Bureau of Investigation stated that 63,713
mortgage fraud reports with possible losses of more than $1.4 billion were filed in fiscal year
2008 (see endnote 21). In light of this information, it is not surprising that one-quarter of
the CWHL 2007-HY7 pool was seriously delinquent compared with “only” 8% of similar
vintage loans. The seismic shift in collateral risk over time had made it difficult for models
relying on previously sufficient summary statistics to accurately capture the dramatic rise in
delinquencies and defaults that would later be realized.

Borrowers and originators knew the collateral characteristics that investors and rating
agencies demanded, and they worked hard to supply that demand. Unfortunately, investors
and rating agencies were not intimately involved in the underlying origination process and
could not look through the securitized products they were investing in and rating in order to
see the flaws in the collateral; they could not see beyond the standard summary statistics they
had come to depend on. As a result, when collateral statistics, such as FICO score and LTV
ratio, failed to predict collateral performance, market participants were continually negatively
surprised as collateral losses well exceeded estimates provided by armchair risk management.

Another way to think about this problem is through the paradigm of managing model
risk. Traditionally, this has been thought of as a highly quantitative process to determine
if the mathematics and computational implementation of a model is robust and correct.
Another dimension of model risk exists, however, and that is the risk that although the com-
putations in the model may be correct, the phenomena being modeled may be incomplete
or even irrelevant. From this perspective, the “risk” that needs to be managed is that the
analytical model or statistical characterization of risk may simply be missing the relevant
and ever-changing nature of the actual behavior of the underlying assets. Therefore, if an
institution has investments in securitized assets, then not only must it acquire the analyti-
cal capability to understand the risks of its investments, but it must also invest in a process
to ensure that the models it is relying on remain relevant to what is happening with the
underlying assets.

Statistically, a failing model can be identified by observing its mistakes, but a much less
expensive way to identify a failing model is to maintain a better understanding of the under-
lying behavior of the assets. The latter task does not necessarily lend itself to the degree of
(false) analytical precision as many quantitatively oriented finance practitioners might like,
but the credit crisis demonstrated that it is folly to assume that highly dispersed economic
phenomena can always be managed by a misguided faith in the law of large numbers. It is
the nature of every economic system that if large entities are relying on a particular type of
model, other participants in the system will opportunistically adapt their behavior to take
advantage of the model reliance. It certainly could be argued that investors in AAA-rated
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tranches thought their investments were sufficiently “out-of-the-money” to any reasonable
estimate of model risk so that this level of expertise was not required. Billions of dollars lost
has taught us that this assumption was wrong. Risk managers must either make sure that
their institutions are managing their model risk or are choosing not to participate in these
markets.

17.4 CERTIFICATION IS USELESS DURING SYSTEMIC EVENTS

The credit crisis revealed the fallacy of relying upon thinly capitalized “certifiers” of finan-
cial products. Bond insurers, auction managers, Fannie Mae, Freddie Mac, and even the
value-added provided by rating agencies have all been substantially washed away by the
credit crisis. While investors can and should access third-party information providers, pru-
dent investors need to rely more upon their own credit analysis and surveillance capabilities
to understand the underlying credits that are ostensibly being “wrapped” by other institu-
tions. If institutions are not willing or able to do this, then they should probably choose not
to invest in those particular classes of assets.

Risk managers also need to be extremely skeptical of any purported form of insurance
against systemic risks. Exhibit 17.9 details how many structured products and insured munic-
ipal bonds were rated AAA by rating agencies prior to the credit crisis. In 2006, only nine
US corporations received the top rating, but more than 37,000 structured finance deals and
22,324 insured municipal bonds were rated AAA. The amazing proliferation of AAA ratings
and the little attention that such proliferation received at the time demonstrates the extent
to which market participants had become reliant on certifiers to protect them from systemic
risks.

Ironically, the overreliance on certifiers by market participants was so pervasive that it
became a systemic risk in its own right. The situation was so bad that much of the market
became totally dependent on the government to provide direct guarantees and recapitaliza-
tions that market participants had previously believed would be provided by certifiers. Most
notable among these were the various capital injections and debt guarantees extended to
banks by governments around the world after AAA-rated securities began to default and

Entity Number of AAA Ratings AAA Ratings as Percent of Total
Structured Finance 37,000 60
Insured Municipal Bonds 22,324 47
Non-Insured Municipal Bonds 2,292 5
Sovereign Nations 19 17
US Corporations 9 <1

EXHIBIT17.9 Pre-Credit Crisis AAA Ratings by Security Type

Sources: Data on structured finance are from Coval, Jurek, and Stafford (2008) and corresponds to
ratings as of mid-2007, as cited in Golub and Crum (2010a). Data on corporations are from Salas
(2006) and date to August 7, 2006, as cited in Golub and Crum (2010a). Data on sovereign ratings are
from McCormack (2006) and date to October 6, 2006, as cited in Golub and Crum (2010a). It should
be noted, however, that unlike corporations, sovereign nations, and municipalities, every structured
finance deal will include and offer some AAA-rated securities. In fact, the purpose of structured
finance is to restructure the cash flows of the underlying assets in a way that a range of risk levels from
AAA-rated to equity tranches as well as varying maturities can be created to suit investor needs.
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bond insurers failed to protect the principal guaranteed in insurance contracts.>* A key les-
son worth remembering from the credit crisis is that systemic risks really are systemic, and
risk managers must be extremely skeptical of any entity that attempts to protect their insti-
tutions from such risks. Risk managers must closely monitor and control the absolute size of
all systemic risk exposures excluding certifier protections. Assuming that certifier protections
will shield institutions from systemic risk exposures can have catastrophic results when those
risks are realized.

17.5 MARKET RISK CAN CHANGE DRAMATICALLY

The run-up to the credit crisis saw compression in almost all measures of risk premia. The
collapse of the term premium caused former Federal Reserve Chairman Alan Greenspan to
make his famous bond market conundrum comments in February 20035, and the search for
yield caused real estate cap rates, credit spreads, and liquidity premia to fall to record lows.?
Volatility also declined and many market observers remarked that economies and financial
markets had become more flexible and diversified and, hence, more resilient to unexpected
shocks. These developments were dramatically reversed, however, when numerous measures
of risk premia abruptly rose from record lows to record highs.

The fact that market risk appetite can swing up and down over short periods of time has
been previously documented. For instance, Shiller (1981) showed that stock price volatility
is as much as 13 times greater than the volatility of real dividends. Although it is well known
that risk appetite is volatile, it is still easy for risk takers to overestimate the persistence of
risk appetite regimes. A lesson worth remembering from the credit crisis is that risk managers
must be very vigilant about investments that require continuity in risk appetite or in the ability
to foresee risk appetite changes.

Risk managers should develop tools to help track changes in risk appetite. Exhibit 17.10
details the construction of a market risk appetite index.>® The goal of the risk appetite index
is to aggregate factors that are reliable measures of global market risk. As discussed by Park,
McCormick, and Jiltsov (2007), the factors used to create the aggregate risk appetite index
have three characteristics: (1) the direction of factor movement is consistent with economic
intuition, (2) the factor shows significant responsiveness to changes in market risk, and (3) a
factor change has low cross-sectional correlation. The arrows in Exhibit 17.10 indicate which
direction the factor moves when markets become more risk loving or risk averse.

Each risk factor detailed in Exhibit 17.10 is given a percentile rank for the sample period.
Rankings are sorted so that high percentiles are indicative of high-risk-appetite markets and
low percentiles are indicative of low-risk-appetite markets. Percentiles are then averaged
together to determine the overall level of the market risk appetite index for a particular time
frame. An example of the BlackRock Short-Term Risk Appetite Index for a 3-month hori-
zon is displayed in Exhibit 17.11. The short-term risk appetite index is meant to capture
high-frequency changes in risk appetite. Extending the risk appetite time horizon to 1 year or
more can help capture long-term changes in market risk appetite. The aggregate risk appetite
index is displayed in the upper-right panel of Exhibit 17.11, and the index components are
displayed in the lower panel of Exhibit 17.11. The upper-left panel of Exhibit 17.11 dis-
plays the change in index components over 3 months, 1 month, 1 week, and 1 day as well as
diagnostics on the aggregate risk appetite index.

Along with large changes in risk appetite, the market’s level of risk, as measured by
volatility, can also change dramatically. Asset and risk factor volatilities that previously had
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Risk Risk
Risk Factor Description Loving Averse Interpretation
Market Volatility
G3 Implied Vol Implied volatility from EUR, ¥ 4 Uncertainty in the FX market
GBP, and JPY
Equity Implied Vol S&P Volatility Index—VIX ¥ 4 Uncertainty in the equity market
EM Risk
EM CDS Emerging Markets Spreads: ¥ 4 Credit risk in high-beta emerging
Brazil, Russia, and markets
Turkey 5-yr CDS contract
EM Equity to Vol Ratio Brazil, Mexico, Turkey, India 4 ¥ Sovereign risk in volatile emerging
Stock Exchange Indices: markets
Index level divided by
realized volatility
Risk Appetite Ratios
S&P 500 P/E S&P Adjusted Price Earning 4 ¥ Confidence in corporate profits
Ratio growth
Equity Bond Ratio FTSE World Index over 4 ¥ Flight to quality, movement in
Treasury, Bund, and JGB global equities vs. government
bond prices bonds.
Gold Price to Global Gold spot price over S&P ¥ 4 Gold as safe haven manifests
Gold Gold Index when gold equity sector does
not follow gold spot.
Market Liquidity
TED Spread 3-mo. LIBOR-3mo. T-bill rate ¥ 4 Liquidity risk

EXHIBIT17.10 Risk Appetite Index Components
Source: BlackRock, as cited in Golub and Crum (2010a).

been low can quickly spike up. Moreover, correlations also tend to increase when market
risk rises. As a result, portfolio risk can increase even faster than individual market risks as
diversification falls. In addition to changes in the market’s level of risk, the composition of risk
can also radically change. Certain assets and risk factors that at one time had low volatilities
can become highly volatile when crises erupt. Historically volatile assets are often closely
watched by investors and risk managers because their ability to create large losses and gains
is well documented. Risk management techniques and resources are often devoted to track
and manage these known volatilities. As Exhibit 17.12 demonstrates, formerly low-volatility
assets can quickly become major sources of risk.

The graph in Exhibit 17.12 displays the risk decomposition of a fixed-income portfolio
actively managed against the Barclays Capital US Aggregate Index, whose active risk factor
exposures were held constant for 5 years. Before the credit crisis of 2007-2009, interest rate
risk and corporate credit risk were clearly the largest contributors to active risk. Once the
credit crisis began, however, the level of risk increased sharply and the composition of risk
changed dramatically. Exposures to securitized assets suddenly became the dominant sources
of risk whereas previously they contributed very little to overall risk. Risk managers must be
prepared for the changing level and composition of market risk.

Risk management, in its most literal form, is about managing the risk of a portfolio,
which means not only optimizing the active decisions of portfolio managers, but also
preventing the level of portfolio risk from being carried away by the market and beyond
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EXHIBIT17.11  Short-Term Risk Appetite Index, 3-Month Horizon
Sources: Underlying data are from Bloomberg and calculations were done by BlackRock, as cited in Golub and Crum
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Source: BlackRock, as cited in Golub and Crum (2010a). Data are for illustrative purposes only and do
not represent the actual positions of any BlackRock portfolios.

acceptable boundaries. While markets recovered much of their losses, financial history
has clearly demonstrated, time after time, that it is not always possible to hold desired
long-term positions through all market conditions. As Keynes famously said, “The market
can stay irrational longer than you can stay solvent.”?” Risk managers not only need to have
cutting-edge knowledge of the latest models and techniques, but also a historical perspective
of how bad financial crises can actually get.

As discussed earlier, the level and composition of market risk can quickly change and
active decisions need to be made about how to respond to changes in market risk. Note that
a portfolio manager’s ability to manage down the increased level of risk may be constrained as
many relevant trading markets shut down. Unfortunately, managing the level of risk may lead
to being a seller at precisely the wrong time. The risk of being whipsawed by V-shaped recov-
eries in financial markets is real and can negatively impact returns. Best practices would be
to proactively constrain levels of risk based on predetermined risk tolerances, so that the risk
of being whipsawed is more limited. Moreover, the alternative of doing nothing means that
risk levels will be determined by the market. Ultimately, the level of risk should be consistent
with the institution’s fiduciary responsibilities.

The worst situation, but unfortunately all too common, is for institutions to get “risk
management religion” right after a dose of excessive risk. Once the horse is out of the barn, the
risk of being whipsawed is the greatest. But even in such challenging situations, the ultimate
arbiter of the appropriate level of risk is the institution’s ability to bear risk. Institutions with
large, near-term liquidity demands may not be in a position to ride out the storm, whereas an
institution with a stable base of funding and capital can much better afford to try to wait for
the market to revert to more stable, long-run valuations. Market fluctuations do not respect
the risk tolerances of individual institutions, and only active risk management can protect
them from undesired levels of risk as market volatilities change.
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17.6 THE CHANGING NATURE OF MARKET RISK

Across the globe, power and control over the financial system is shifting from financial to
political capitals. The scale of intervention by governments around the world is truly without
precedent. Increasingly, policy changes are becoming major drivers of market dynamics. In
many markets, policy risk has surpassed economic fundamentals and market technicals as
the primary source of risk. In some ways, markets in the developed world are behaving in a
fashion that is consistent with the policy risk typically assumed to exist in emerging markets.
The risk management teams of the future may come to rely somewhat less on economists and
statisticians and lean more on politically oriented analysts. Standard quantitative techniques
are not well equipped to deal effectively with policy risk because changes in policy often result
in a structural break in the covariance of economic variables.

For example, Exhibit 17.13 shows the average monthly conditional prepayment rate
(CPR) for 30-year Fannie Mae mortgage-backed securities (MBS) by coupon, from Jan-
uary 2009 to September 2009. Despite having larger incentives to refinance, 6.5% and 7.0%
coupon MBS are actually prepaying at a slower rate than 6.0% and 5.5% coupon MBS. There
is, of course, an obvious economic reason for this relationship. Borrowers in high-coupon
mortgages tend to have higher LTVs and lower FICO scores than borrowers in low-coupon
mortgages, and due to the stress in the banking system, mortgage lenders are currently reluc-
tant to refinance low-credit-quality borrowers. This dynamic could very easily change if
legislation was passed to make it easier for low-credit-quality borrowers to refinance. If such a
policy change were to occur, then the prepayment risk in higher-coupon MBS would instantly
increase. This spike in prepayment risk would represent an obvious structural break in the
economic relationship between prepayments and borrower credit quality that no econometric
model of prepayments could be expected to forecast.

The US federal government passed legislation, such as the Housing and Economic Recov-
ery Act, which in part aims to reduce foreclosures by making refinancing into Federal Housing
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Administration loans easier.?® Currently the program would cover at most 400,000 bor-
rowers, but if the program were expanded, the bar graph in Exhibit 17.13 could change
dramatically. Furthermore, the announced buy-outs of delinquent loans by Fannie Mae and
Freddie Mac could easily spike monthly CPRs on high-coupon mortgages several-fold. In
such an environment, the qualitative analysis of savvy political analysts might result in a
better read of the factors most likely to drive markets than the analysis of traditional risk
managers.

Cho, Mufson, and Tse (2009) reported on the beginning of this transition, as a number
of financial institutions spoke openly about the growing importance of getting better plugged
into the political process:

As financial firms navigate a life more closely connected to government aid and over-
sight than ever before, they increasingly turn to Washington, closing a chasm that
was previously far greater than the 228 miles separating the nation’s political and
financial capitals. . .. In response, senior executives of major financial companies are
traversing the Beltway to meet lawmakers in person for the first time. Firms such as
Fidelity Investments, BNY Mellon and even Goldman Sachs, which has prospered in
the crisis relative to many other banks, are opening additional offices or bulking up
their staffs in the capital. (p. A1)

Risk management organizations will also need to invest in acquiring the human capital
that can provide the qualitative analysis demanded by the heightened importance of pol-
icy risk.

17.7 BY THE TIME A CRISIS STRIKES, IT'S T0O LATE T0
START PREPARING

An effective and robust risk management process requires a material and sustained com-
mitment of resources. It is a very expensive undertaking, and it requires a long-term invest-
ment in people and technology. Generally, very few financial professionals will say that they
are against the concept of risk management. It is the actions that matter, however, not the
sentiment.

Senior management must buy into and constantly demonstrate their support for a vigor-
ous independent risk management group if the risk management process is to succeed. A team
of professional risk managers with substantial subject matter expertise and strong communi-
cation skills is critical in order for the risk management process to have the desired impact.
Risk managers need to have the skills required to garner the respect of their institution’s risk
takers and senior managers, and organizational career paths need to be created to provide
necessary rewards to attract and retain top-level talent.

A significant investment in analytics and information management technology is also
required to develop the appropriate risk metrics, leverage risk managers, and create a reliable
information utility that can be trusted across the organization. Institutions need to avoid
multiple systems that create internal information wars and result in the inability to make and
enforce decisions. Inevitably this will require strong support by senior management; in many
instances, the value of a nuance of improvement in accuracy or theoretical elegance to the
immediate users often seems exceedingly important, even though maintaining a “Tower of
Babel” degrades an organization’s ability to be decisive. Accessing and using information must
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be fast and easy in order for it to be useful on a regular basis. Having a risk management team
with an efficient information infrastructure in place will allow an organization to respond to
unanticipated issues and challenges.

The lesson of the credit crisis worth remembering is that while it is impossible to antic-
ipate every potential contingency that may arise, having a professional risk management
team and a comprehensive database of portfolio holdings and characteristics will facilitate
a fast response when a crisis does strike. Although the black swans of Taleb (2007a) are,
by definition, unknowable, a strong risk management team can help institutions mitigate the
consequences of unforeseen events.

17.8 CONCLUSION

The credit crisis of 2007-2009 forced market participants to rethink current state-of-the-
practice methods in risk management. This chapter highlighted six lessons worth remember-
ing from the credit crisis. These six lessons need to be incorporated into an institution’s risk
management process if it is to weather or even prosper in the next financial crisis. Many insti-
tutions were forced to learn some of these lessons the hard way when efficient market-based
risk models and operational assumptions failed to reveal sizable sources of risk, and illiquid
markets impaired the ability to raise cash from asset sales. Furthermore, policy risk is a major
contributor to market volatility, and resources need to be developed to identify and manage
these risks as well.

The goal of this chapter is not to design more complex analytical models, nor is it to
attack quantitative risk management in general. Rather the purpose of this chapter is to clearly
articulate the lessons worth remembering from the credit crisis and outline the steps risk man-
agement organizations need to take to be successful in the future. Finally, while the financial
markets have recovered from the lows of March 2009 to higher valuation levels, more nor-
malized liquidity, and increased stability of major counterparties, market participants should
not be lulled into believing that the problems associated with the credit crisis were a one-time
event. It is our hope that the risk management lessons discussed in this chapter will help
institutions to persevere when such problems arise again.

Originally, we intended to title this chapter “Risk Management Lessons Learned from the
Credit Crisis of 2007-2009.” As suggested by Andrew Lo in an email quip, however, titling
any chapter about the financial markets as “lessons learned” would probably be unduly opti-
mistic. Unfortunately, Andrew Lo’s remark contains a lot of wisdom and reflects an accurate
read of the history of financial markets. The historical record is not encouraging (see, for
example, Kindleberger [1978], Galbraith [1997], Bruner and Carr [2007], or Lowenstein
[2000]). In fact, the very existence of several detailed histories of financial crises demon-
strates the repeatability of these crises across time. The writings during and about the Crash
of 1907, the Great Depression, or even the more recent Long-Term Capital Management cri-
sis seemed very contemporary when read during the credit crisis of 2007-2009. Perhaps it
is thus an ambitious, but reasonable, aspiration to hope that the financial community—or
at least its current living and practicing members—does retain the memories of this bout of
turbulence, rather than being forced to suffer again at perhaps an even greater cost to society.
If we are fortunate enough to skip a generation before reliving a period like the credit crisis
of 2007-2009, then all the work done by the numerous commentators and analysts of this
period shall not have been in vain.
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NOTES

12.
13.
14.

15.

16.

17.

18.

19.

20.

. This chapter was originally a paper by Bennett Golub and Conan Crum (2010a) that was published

in the Journal of Portfolio Management, 36(3). The chapter has been slightly modified from the
original publication with permission.

. Akerlof and Shiller (2009) made a more fundamental critique of efficient market-based models in

general by arguing that most economic fluctuations are the result of “animal spirits” and not the
result of optimizing behavior by rational, self-interested economic agents.

. See Wood (2008) for additional discussion on the debate between those advocating a return to

“common sense” risk management and those in favor of traditional quantitative risk management.

. Arguably, the collapse of Long-Term Capital Management (LTCM) in 1998 demonstrated how

quickly liquidity could collapse, although that phenomenon also showed how quickly the markets
recovered. For whatever reason, it does not appear that markets remembered the lessons of LTCM.

. See Satow (2008) for additional evidence that changes in Security and Exchange Commission reg-

ulations also contributed to increased leverage at financial institutions.

. Sometimes, the term fundamental value is also used to refer to the underlying value of an asset

that might be different from the value assigned to the asset by the market. Fox (2009) provided an
entertaining history and debate about the critiques and defenses of the EMH.

. See Van Eck Global (2009) and LaCapra (2009) for additional details on the dislocation in market

prices for pre-refunded municipal bonds and SPACs.

. We had firsthand exposure to the “no bid” aspect of many markets during the credit crisis. As

the old adage goes, seeing is believing, and we are able to bear witness to this type of market
breakdown.

. These bonds are said “to have gone to bond heaven.”
10.
11.

Smith, 2008, p. 1.

See Lo, Petrov, and Wierzbicki (2003) for an example of one of the few models that explicitly
includes liquidity in the portfolio optimization process.

See Swensen (2009, pp. 53-77) for additional details.

By comparison, the S&P 500 had earned an annual total return of 10.4% from June 30, 1988, to
June 30, 2008, and 2.9% from June 30, 1998, to June 30, 2008.

See Copeland and Galai (1983) and Glosten and Milgrom (1985) for examples of models that
explicitly studied the interaction of informed investors, liquidity traders, and market makers on
bid-ask spreads.

Market gyrations that significantly impair expert investors are usually correlated with other factors,
such as increased volatility, increased risk aversion, and a breakdown of widely used models, which
result in asset underperformance. The purpose of this section is not to deny the existence of these
other factors, but rather to emphasize the large impact that expert investors have on the liquidity
of complex markets.

“Excess” kurtosis is a statistical measure of the peakedness, and hence the fatness of tails, of a
distribution relative to the normal distribution. As shown here, large values are consistent with a
high degree of extreme upside and downside moves in returns.

See, for instance, Bullock (2008), Fortado and Cahill (2009), Desmond (2008), Goldstein (2008),
and Hyuga et al. (2008) for details on the various counterparties and legal problems that plagued
the Lehman Brothers’ bankruptcy.

From July 31, 1999, to August 31, 2009, the monthly return correlation between the Treasury
index and ABS and CMBS indices was 0.25 and 0.23, respectively.

In addition to liquidity, other factors compounded the negative performance of the A$/¥ carry trade.
For instance, the flight-to-quality trade of fall 2008 saw many investors move into lower-yielding,
but more shock-resistant currencies such as the ¥ and USS$.

Several market observers, including Hurtado (2009), Voreacos and Kary (2008), and Mnyanda
and Pan (2008) have cited the July 2007 collapse of two Bear Stearns hedge funds, the High-Grade
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Structured Credit Fund and the High-Grade Structured Credit Enhanced Leveraged Fund, as mark-
ing the start of the credit crisis of 2007-2009.

21. The Federal Bureau of Investigation Mortgage Fraud Reports provide an excellent review of the
various mortgage-related crimes that became increasingly prevalent in the run-up to the credit crisis
of 2007-2009. The 2006 report is available at http://www.fbi.gov/publications/fraud/mortgage_
fraud06.htm#6; the 2007 report is available at http://www.fbi.gov/publications/fraud/mortgage_
fraud07.htm#6; and the 2008 report is available at http://www.fbi.gov/publications/fraud/
mortgage_ fraud08.htm#6.

22. See Hernandez (2008) and Mildenberg and Freifeld (2008) for additional information on mortgage
fraud investigations involving Countrywide Financial Corporation.

23. FICO scores are a metric developed by the Fair Isaac Corporation to help measure the creditwor-
thiness of a borrower. FICO scores range between 300 and 850. Borrowers with FICO scores above
720 are generally considered to be prime borrowers, those with FICO scores above 680 are consid-
ered near-prime or Alt-A borrowers, and those with FICO scores below 620 are typically classified
as subprime.

24. Please see Pittman (2008), Glover (2008), Moses (2008), and Trowbridge and Mider (2008) for
additional information on some of the losses incurred by banks due to bond insurer downgrades
and defaults.

25. See Greenspan (2005) for more details.

26. This particular risk index is used internally at BlackRock and is a slightly modified version of the
Market Risk Sentiment Index of Park, McCormick, and Jiltsov (2007).

27. Finkelstein, 2006, p. 63.

28. See Lynch (2008) or US Department of Housing and Urban Development for additional details on
the Housing and Economic Recovery Act at http://www.hud.gov/news/ recoveryactfaq.cfm.
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18.1 INTRODUCTION

The purpose of this chapter is to highlight the importance of eight specific principles on
the organization and objectives of a buy-side risk management process. The risk principles
elaborated upon in this chapter are certainly neither exhaustive nor necessarily new. In par-
ticular, many of these principles were incorporated into the report “Risk Principles for Asset
Managers” published by the Buy Side Risk Managers Forum (BSRMF) and Capital Market
Risk Advisors (CMRA) in 2008,> which included a systematic enumeration of risk manage-
ment principles developed by and for a group of buy-side risk managers.>* While many of
these principles were generally acknowledged prior to the credit crisis, ensuing events have
raised doubts about the depth of adherence to them in practice. This chapter highlights,
emphasizes, and elaborates on some of those principles as well as identifies additional prin-
ciples, with the overall intent being to emphasize each risk principle’s particular importance
to buy-side risk management.’

The following eight risk management principles are developed in greater detail in sub-
sequent sections. First, risk management requires institutional buy-in. Second, the alignment
and management of institutional interests is critical to risk management. Third, institutions
need to get their portfolio managers to think like risk managers. Fourth, risk management
organizations need to be independents with strong subject matter expertise. Fifth, institutions
must clearly define fiduciary obligations to clients. Sixth, while a top-down perspective is nec-
essary, a bottom-up risk management process is vital. Seventh, risk models require constant
vigilance (and skepticism). Eighth, risk management does not mean risk avoidance.

18.2 RISK MANAGEMENT REQUIRES INSTITUTIONAL BUY-IN®

For risk management to be successful over the long term, it must become an integral part
of an institution’s governance and culture. Inevitably, this can only happen if it is strongly

M
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supported at the top of an organization. In the auditing literature, this is often referred to as
the “tone at the top.”” The particular circumstances of every organization and its manage-
ment will differ. Senior management teams across different institutions may be more or less
conservative, experienced, financially sophisticated, long-term oriented, or concerned about
the financial livelihoods of their employees or shareholders. To some, risk management is
simple common sense. To others, it is seen as a path to value maximization, as an ethical
principle driven by a sense of duty, or as the only way to sleep at night. To yet others, it may
be driven by the desire to avoid reliving previous professional and personal nightmares.

Regardless of the ultimate source of motivation, a demonstrable commitment from the
top is required for even the best risk management process to be successful. In practice, this
means that an institution will make risk informed decisions even if they conflict with other
pressing objectives. Institutional behavior inconsistent with a risk oriented mindset will not
be rewarded, and hard decisions will be made when the risk culture framework is violated.
For instance, if a risk manager is in conflict with a large revenue producer, the actions taken by
senior management in resolving the conflict will speak a hundred times louder than mouthing
slogans but not backing them with action. This does not mean that senior management
always has to fully back the views of its risk managers. Situations will necessarily differ,
but the manner in which the various considerations are weighed is critical. Through consis-
tent actions over time, senior management must demonstrate that risk management concerns
will be taken very seriously and that the institution will not be governed solely by short-term
considerations.

Senior management also has to articulate its commitment to and enforce clear policies
on the role of risk management. Despite the long history of risk management failures, we are
unaware of senior management teams that have openly advocated against risk management.
This is reminiscent of Mark Twain’s famous quote, “Actions speak louder than words but
not nearly as often.” To turn words into action, effective risk management requires signifi-
cant organizational resources, equitable compensation between risk takers and risk managers,
support for the development and enforcement of risk limits, full and open dialogue across
internal organizational boundaries delineating responsibilities and authorities, and full inter-
nal transparency of risk-taking activities. Senior management also must demonstrate their
buy-in through less formal means, such as explicitly recognizing and reinforcing the role of
risk management through internal and external communications and making sure that the
importance of the risk management process is broadly recognized within the institution. Even
relatively minor internal signals, such as the allocation and location of office space, will speak
loudly by making sure that the official ideology is reflected along the various dimensions of
the institution’s internal pecking order. Without institutional buy-in, even a talented risk man-
agement organization will be able to play only a peripheral role and is likely to achieve limited
impact.

18.3 THE ALIGNMENT AND MANAGEMENT OF INSTITUTIONAL INTERESTS

Although it is beyond the scope of this chapter to explore in detail the subtleties and
nuances of designing organizational incentive structures, to ignore the relationship between
the alignment of interests and the effectiveness of risk management would be to ignore
a material aspect of what drives success or failure in risk management. In many cases,
the best risk manager might not be able to make important contributions to the welfare
of an institution because, despite the commitment of senior management, the institution
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does not act with a common set of goals. At such institutions, powerful constituencies are
not necessarily incentivized to look out for the long-term welfare of the institution. The
microeconomic and cultural aspects of institutional alignment are briefly discussed in this
chapter. A broader topic—the impact of corporate governance models and regulation—is
not addressed, although it is also clearly very important. Because the specifics of these issues
vary quite dramatically across institutions, our focus will be only on those aspects of an
institution that are generally within the direct control of its management.

One of the key challenges for an institution is finding ways to maximize individual per-
formance while also maximizing the institution’s overall long-term effectiveness and welfare.
Institutions often have a variety of internal stakeholders, and each stakeholder has inter-
ests that may not necessarily align completely with each other or with the firm as a whole.
Compensation methodologies with narrowly focused goals tailored to individuals or to orga-
nizational subunits will, by design, tend to encourage the behaviors incentivized by those
goals. Although incentive-focused compensation structures inspire individuals to work hard
and produce, these efforts can potentially be detrimental to an organization’s long-term inter-
est. For instance, it might not be realistic to expect a salesman who is compensated solely on
a commission basis to provide the best support to smaller accounts, absent some element of
the institution’s culture or control structure, even if the institution declares that it aims to
provide the highest degree of client service.

Similarly, portfolio managers compensated solely on their performance may not choose
to participate in the broader objectives of the institution, such as sharing ideas or energetically
training junior professionals, again, absent some element of the institution’s culture or con-
trol structure. When an institution is organized by narrowly focusing incentives to the specific
tasks and goals of different internal stakeholders, it is economically rational and highly pre-
dictable that internal stakeholders will tend to pursue those different agendas even when they
conflict with each other and the institution’s long-term welfare. In these types of institutions,
the risk manager’s job will be much more challenging because the risk manager will have to
design a range of processes to manage the (potentially) excessive pursuit of these objectives
to the detriment of the overall institution’s welfare.

In contrast, when internal policies and incentives channel behavior in a common direc-
tion, the task of the risk manager is greatly simplified. Equitably shared common bonus pools,
compensation programs that reward long-term performance, and employee equity ownership
are all steps that encourage synchronized behavior. Although many details need to be carefully
tuned to optimize a particular institution’s activities, by pursuing this path, the institution will
tend to have less internal dissonance. The lack of internal dissonance alone does not neces-
sarily map to the long-term welfare of the institution; for instance, a single-minded focus on
sales or earnings growth may lead to excessive levels of risk being taken by portfolio man-
agers. In such a case, the common goal is clear to all internal constituents but may lead the
institution in lockstep off a cliff.

The ideal case is when the common direction of individual constituents is also rationally
aligned with the long-term welfare of the institution itself. This requires a careful balancing
of individual and collective incentives to generate the optimal trade-off between individual
performance and collective interests in order to make the institution both efficient and robust.
There is no obvious formula for achieving this. Executive management’s job is to constantly
strive to balance these two conflicting institutional incentives. When this is (approximately)
achieved, the risk manager’s job becomes significantly easier because the various internal con-
stituencies are heading in the same general direction and that direction is sober and prudent.
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The previous discussion focused on the microeconomic incentives inside an institution.
Perhaps this is the area where traditional economists are intellectually most comfortable.
Experience has shown, however, that an institution’s culture can provide an exceedingly pow-
erful force for the alignment of efforts that can mitigate the inevitable internal dissonance
resulting from competing interests. To be succinct, different cultures will lead to different
degrees of focus on either increasing the “size of the pie” or fighting about how big a slice
of the existing (or even smaller) pie goes to each stakeholder. An institutional culture that
earns the respect and loyalty of employees becomes an extremely powerful means for aligning
individual and institutional interests.

From this perspective, an institution’s culture should ideally create a common sense of
purpose, interests, and values among all the internal stakeholders. That common sense
of purpose may arise from a well understood common set of values, a long operating history
with emphasis on critical decisions that exemplify commitment to those values, or even a
powerful “founding myth” that provides a particular view of how and why the institution
came into existence. This necessarily goes beyond the repetition of empty platitudes and,
to be effective, must be consistent with how the institution is run and treats people on a
day-to-day basis. When the operation of an institution and the treatment of its people are
consistent with a common sense of purpose, an institution can move in a generally unified
direction even if that direction is at times inconsistent with the individual stakeholder’s
narrow interests.

A common set of values, however, only has efficacy if the institution can effectively exe-
cute them. Thus, being well run is a necessary condition for an institution to be the vehicle
for the transmission of those values. From a risk management perspective, the following
characteristics are valuable:

® Relatively flat hierarchy—senior management is seen as being aware of what is actually
happening across the institution.

® Trust/credibility—stakeholders believe in the intentions of the institution.

® Nonbureaucratic—stakeholders believe that things can get done.

® Nonpolitical—stakeholders believe that the institution is a meritocracy and that individ-
uals will be fairly judged based on their contributions.

® Good internal communications—stakeholders must believe what the institution says; to
the extent that the institution is perceived to be disingenuous or incompetent, cynicism
will arise.

® Common information and transparency—to the maximum extent appropriate and
permissible, stakeholders should be able to obtain information about the institution’s
operations. By educating stakeholders, they can understand the trade-offs faced by the
institution. This culture of openness will facilitate the surfacing of bad news from
the bottom up in an expedited manner. An open and honest institution will empower
information to percolate up throughout its ranks.

By demonstrating over time and under a range of challenging situations that it is commit-
ted to doing the right thing and to treating its internal stakeholders fairly, an institution builds
respect, loyalty, and a common sense of purpose. This does not mean that the institution can-
not or should not make hard decisions. For instance, economic distress may require that an
institution downsize. The way this is handled, including the fairness of the process for deter-
mining which employees are to be let go and the manner in which they are then treated, both
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financially and as individuals, will create the basis for the respect required to encourage stake-
holders to put their faith in the institution’s values. To the extent that this is done, bonds of
loyalty are created that will motivate stakeholders to place the institution’s values above their
own narrow, near-term self-interests and to act in the interests of the institution’s long-term
welfare. If stakeholders believe in an institution, then they will have a greater motivation to
preserve and protect it and that, in a nutshell, is the same mission as risk management.

18.4 GETTING RISK TAKERS TO THINK LIKE RISK MANAGERS

Ultimately, risk management needs to focus on increasing the overall effectiveness of portfolio
managers. In order to do this, risk management principles and assessments must be integrated
into the investment processes of the risk takers. Both risk takers and risk managers are in the
forecasting business—risk takers forecast returns, and risk managers forecast return distri-
butions.® Risk takers constantly adjust portfolio positioning as their return forecasts change.
Similarly, an appropriately informed risk taker should also adjust portfolio positioning as the
risk manager’s return distribution forecasts change. Thus, successful risk managers help push
forward the institution’s “first line of defense.”

Focusing on strengthening the first line of defense can be thought of as “the lazy risk
manager’s approach” to risk management because, if the risk takers are thinking about their
own risks properly, then the risk managers should ideally not have that much to do. If the
risk managers effectively communicate how they see the world, then the risk takers can work
to make the appropriate risk—return trade-off. Conceptually, this is a trivial point. In prac-
tice, it can be quite challenging. First, the risk manager must make sure that all the relevant
risk drivers have been identified. Then, the risk manager needs to make sure that the port-
folio manager has access to accurate, timely, and comprehensible ex ante metrics so that the
portfolio manager has an appropriate risk dashboard.

While the existence of such a dashboard is a necessary condition for success, it is not
sufficient. In practice, it may turn out that absent direct involvement by risk managers, port-
folio managers may not be able to fully and appropriately use the dashboard. The goal is to
help portfolio managers construct efficient portfolios. By efficient, we mean that the portfolio
reflects the portfolio manager’s views of the market, but does not contain inadvertent risk.
To help achieve this, risk managers must own the burden of translating their insights into
actionable items. As well stated by a senior investment professional, “It is essential that the
experts, who understand the necessary complexity of the risk that big and diversified firms
take, can somehow manage to communicate their messages effectively to people who have
other responsibilities.””

18.5 INDEPENDENT RISK MANAGEMENT ORGANIZATIONS'

The fourth principle that needs to be highlighted addresses both the need for a risk manage-
ment orientation within an investment operation and how a risk management organization
should be set up within an institution. Even if a risk organization succeeds in “getting risk
takers to think like risk managers,” in order to provide effective checks and balances, from
an organizational perspective it needs to be truly independent of the risk takers. This holds
true even when dealing with explicitly quantitative investment processes that mathematically
optimize expected return subject to formal risk constraints. Experience has taught that even
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these investment processes do not always work as planned.!' To provide an independent
perspective, the risk manager needs to be able to look at the entire investment process with
the critical eye that can only come from organizational independence. That independence
means having the ability to raise issues that might go to the root of current processes or
positions.

The credit crisis of 2007-2009 clearly demonstrated the necessity of having a strong,
independent risk management function. For instance, there have been accusations that
Washington Mutual, Inc. (WaMu), which was seized by the Office of Thrift Supervision
(OTS) in September 2008, ignored, marginalized, and possibly even fired risk managers who
raised concerns about the bank’s mortgage lending practices.'> We are aware of numerous
instances where risk management teams exist primarily because clients, auditors, or regula-
tors have demanded that they exist, although in practice these risk organizations are, at best,
peripheral or, in some cases, totally irrelevant to the investment processes of their institutions.
In contrast, Walker (2009) argued that commitment to a strong risk management process on
the part of JP Morgan’s chairman and chief executive, Jamie Dimon, helped the firm weather
the credit crisis much better than many other financial firms.

Independent risk management means, at a minimum, that the risk management group
reports directly to the top of the institution and is not subordinate to the investment func-
tions. The head of an independent risk management organization should ideally report to
the chief executive officer or president of the organization rather than to its chief invest-
ment officer. The risk organization’s compensation structure should also be configured so
that risk managers are incentivized by the long-term success of the organization and not by
the short-term performance of the investment portfolios.

Independent risk management functions need not mean that the risk managers function
primarily as internal institutional “policemen” who monitor and constrain the behavior of
the risk takers. Although organizations need to have “eyes and ears” into their risk-taking
activities, and events may arise when inappropriate behavior that requires remediation is
uncovered, we argue that there is often much more efficacy in having the risk managers
working closely and collaboratively with the risk takers. This approach has two significant
advantages. First, the risk manager’s efforts are primarily directed toward improving the risk
awareness of the investment process rather than functioning in a detached and explicitly con-
frontational role. This increases the risk manager’s value to the investment team as a source
of subject matter expertise in addition to being another resource dedicated to problem solv-
ing. The second advantage of this approach is that it necessarily puts the risk manager more
directly into the flow of the investment team’s decision-making process and, as a result, much
more aware of what is actually happening. Thus, rather than being off at a distance and strug-
gling to understand the context of the investment process, the independent, but embedded,
risk manager is directly involved in the process.

For this approach to work, the embedded independent risk manager must have substan-
tive subject matter expertise, good interpersonal skills, and be a strong self-starter. These
skills will aid the embedded independent risk manager in gaining the respect and acceptance
of investment management colleagues and, hence, the creditability to influence their think-
ing. This is the desired outcome. However, if in spite of these skills and vantage point, the
embedded independent risk manager is ultimately unsuccessful in educating or persuading
the risk takers about material concerns associated with the risk of their portfolios, they are
well placed to provide input up the line of the risk management organization. These con-
cerns can then be addressed either by bringing in more senior risk managers to work with the
risk takers or, if still unsuccessful, to escalate the concern further up the institution to a final
resolution.
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Nevertheless, this type of risk management organizational structure is not without its own
challenges. The independent reporting line and compensation structure should, in theory,
permit embedded risk managers to retain their independence. In reality, however, the
day-to-day environment in which risk managers operate can capture their “hearts and
minds.” There is a risk that the embedded risk manager becomes just another quant serving
the investment team rather than a provider of an independent perspective on portfolio risk.
This, of course, defeats a significant element of the role of the risk manager, that is, to serve
as a check and balance.

This challenge must thus be actively managed by the independent risk management orga-
nization. Competitive compensation, regular risk team meetings, a strong risk culture, and
attentive oversight of the risk organization’s line managers are all critical techniques to ensure
that the embedded risk manager does not become, in effect, just another member of the
investment team. For instance, the advantages of deeper subject matter expertise and strong
interpersonal relationships gained from longer tenures working with a particular portfolio
management team need to be balanced against the advantages of rotating individual risk
managers between different investment teams in order to facilitate and maintain independent
perspectives. Similarly, the desire to have independent embedded risk managers seated with
the investment teams needs to be balanced against the increased risk of “capture” that occurs
when risk managers do not sit with their (independent) risk management colleagues. For this
reason, some senior managers of independent risk organizations choose to keep the mem-
bers of their risk management team in close physical proximity to mitigate capture (and to
increase risk team synergy), whereas others seek to have small embedded pods of independent
risk managers working within a sea of portfolio managers. It is hard to draw specific guide-
lines to achieve the optimal level of embeddedness, but the trade-off between the enhanced
knowledge of positions and risks arising from close intellectual and physical proximity versus
the risk of capture must be a constant focus of the senior managers of independent risk orga-
nizations. As such, a strong and effective independent risk management organization is also
an essential element required to ensure individual risk managers are operating successfully.

18.6 CLEARLY DEFINE FIDUCIARY OBLIGATIONS'?

An investment manager is obligated to manage its client portfolios in the client’s best interest
and in accordance with the explicit or implicit instructions received. Without clearly under-
standing the objectives of every portfolio and the portfolio beneficiary’s return requirements
and tolerance for risk, the investment process cannot be managed properly. Moreover, no
solace is to be found for managers who simply note that their fund’s lack of clarity in its fidu-
ciary responsibility is no more egregious than that of other funds. In the midst of the Great
Depression, Stone (1934) clearly articulated this principle and his words are a testament to
their permanence:

[Wihen the history of the financial era which has just drawn to a close comes to
be written, most of its mistakes and its major faults will be ascribed to the failure
to observe the fiduciary principle, the precept as old as holy writ, that ‘a man can-
not serve two masters’. ... [F]inancial institutions which, in the infinite variety of
their operations, consider only last, if at all, the interests of those whose funds they
command, suggest how far we have ignored the necessary implications of that prin-
ciple. The loss and suffering inflicted on individuals, the harm done to a social order
founded upon business and dependent upon its integrity, are incalculable. (p. 1)
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As the credit crisis and past crises have shown, the impact of neglecting fiduciary respon-
sibilities is exposed most dramatically when risks are at their highest.

For investment managers, the following basic questions must be answered: What is the
target return of the portfolio? What level of risk can the portfolio tolerate? Which classes of
securities are appropriate, and what limits should be placed on portfolio construction? Often,
the answers to these questions can be formally structured through the selection of an invest-
ment benchmark combined with active return targets and expected risk levels. The questions
themselves are simple, but acquiring, understanding, and sharing the answers to these ques-
tions requires time and resources, particularly if the manager is responsible for multiple clients
whose assets are managed for differing purposes. For effective risk management, sufficient
time and resources are required to define fiduciary responsibilities and to structure an invest-
ment and operational process that maintains an ongoing focus on those goals. Without clear
definitions and goals, it is nearly impossible to manage the exposures and events that put at
risk the assets of those clients to whom institutions owe their primary fiduciary responsibility.

18.7 BOTTOM-UP RISK MANAGEMENT

In a world of increasingly complex and diverse investment securities and derivatives, effec-
tive risk management must incorporate a bottom-up approach. Effective risk management
requires that the organization intellectually “gets its hands dirty.” Many risks lurk in the
details, especially those that arise suddenly. Risk management organizations must invest in
the subject matter expertise required to identify the risks of each security or derivative and
then aggregate those exposures up to the portfolio level. A primarily top-down risk manage-
ment approach generates risk assessments based on gross assumptions that may mask critical
risk attributes of securities or derivatives. Such approaches necessarily must rely either on
stylized facts or integrative risk models. As such, they work only when the underlying assets
behave either as believed or as modeled. In some cases, top-down risk management can actu-
ally become almost aspirational, as the expectations of the institution begin to shape its view
of investment risks. Unfortunately, these expectations can be naive or just plain wrong, and
there have been more cases than bear repeating in which institutions simply did not under-
stand the true risks of their portfolios. Hence, effective risk management requires assessments
based on highly granular facts. Bottom-up risk management based on intensive subject matter
expertise is the only way to deliver accurate assessments.

In order to conduct bottom-up risk management, an institution needs to know what it
owns and where it owns it. This is common sense and easy to simply assume. The reality for
many institutions is that constructing an enterprise-wide inventory of positions and expo-
sures remains a significant challenge due to the limitations of internal information systems.
In addition, the specific details of the assets must be known. Even in the case of explicitly
top-down asset allocation investment strategies, the risk manager needs to understand the
details of the instruments chosen to implement the top-down views. For example, if futures
contracts or derivatives are used, the precise terms and conditions of those instruments as well
as their basis risks need to be studied carefully. Simply knowing the general characteristics
of a class of securities will not suffice, because under stressed conditions the nuances of each
particular product can have profound implications. Securities need to be reverse-engineered
so that the parts that make up the whole are understood.

In the equity space, bottom-up risk management includes traditional fundamental
research combined with close attention to market, style, industry, and idiosyncratic risk
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exposures. In fixed income this includes not just monitoring factor exposures and funda-
mental credit analysis, but also the financial engineering on top of it. Assets and liabilities
associated with a portfolio need to be modeled in a microanalytically correct manner.
Only after individual securities are appropriately defined and their exposures modeled and
measured, can those exposures be aggregated to portfolio-level risks. Deriving aggregate
risks from a bottom-up risk management process is difficult, takes time, and is expensive, but
such a process results in risk assessments that are based on facts rather than assumptions.

18.8 RISK MODELS REQUIRE CONSTANT VIGILANCE

Principle 6.8 of BSRMF and CMRA (2008) states that “no one statistic suffices to describe
complex investment risk. ... [I|t therefore may be advisable for asset managers to avoid over-
reliance on any single statistic” (p. 20). This is good advice; it implicitly presumes, however,
that any of the available risk statistics might be useful at a given point in time. In a mar-
ket environment that is rapidly changing, this simply may not be true. The credit crisis of
2007-2009 challenged most, if not all, available risk metrics at various times, rendering many
of them inaccurate or useless. For instance, looking at the partial derivatives of market value
with respect to changing market risk factors for a portfolio whose holdings have no bid
quickly becomes a theoretical exercise. When markets stop trading, there is very little point
in looking at the theoretical sensitivity of the nonexistent market value of a security, and it
would almost certainly be catastrophic to try to hedge such a position with liquid market
instruments.

In order to be tractable and useful, risk models necessarily must simplify the character-
istics of a very complex and fast-changing world, but that simplification comes at the cost
of accuracy and structural integrity under stress. Hence, given their known limitations, risk
models and financial analytics should always be continuously monitored for their effective-
ness and relevance. The underlying assumptions of the models should be constantly assessed
to see if they still hold true, and if not, models should be reevaluated to see how robust they
are to the violation of those assumptions.

Market risk models are necessarily sophisticated heuristics because the underlying system
being modeled is economic and, hence, adaptive to the economy’s knowledge of the model
and its use by market participants. Moreover, most models are an abstraction of an infinitely
more complex reality, and the phenomena being modeled may only represent a small part of
the potential losses. Taleb’s ludic fallacy highlights the dangerous tendency of objectifying a
risk through a particular paradigm that cannot capture its true risks.'# In plainer language,
the risk is that the risk manager may effectively confuse the expected behavior of the model
with the realities of the market. Financial markets do not represent a giant game where the
actions and relationships are predetermined by a finite set of known rules. Staring at computer
screens all day and analyzing models that are governed by static code can easily lead to a level
of detachment and false sense of confidence that the artificial world created in our risk models
adequately captures the real world we are seeking to understand.

Risk managers, therefore, have no choice but to create models fully knowing that they will
be incomplete, inaccurate, and ultimately disposable. Therefore, they must make an ongoing
effort to understand when and why models stop working. Too often, model complexity is
increased to address interim shortcomings, when it is the model’s basic assumptions that
need to be re-examined. Risk managers must be very conscious of the cult of science and
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expertise that can radiate from the use of mathematically sophisticated risk models because
it is easy to apply them in circumstances that exceed the models’ predictive powers.

Yet even though the models may at times be imperfect, if properly used they can often
provide insights into market behavior. Although seasoned risk practitioners generally under-
stand many of the limitations of their models, a challenging balance remains to be maintained.
That balance involves not overselling the certitude available from using these models, while
identifying the models’ weaknesses, which can then provide grist for those who are either
uncomfortable with the reliance on domains of knowledge outside their own expertise or,
more likely, those who have a vested interest in diminishing the constraints associated with
the use of the models. To the extent that the institution has a constructive culture and an
alignment of interests, this challenge can be managed, but it requires constant attention and
balancing.

Financial markets are constantly changing. The very existence of a widely understood risk
model will necessarily change the overall characteristics of the system. Hence, risk analytics
and processes need to be constantly reviewed and reinvented. Risk managers will continually
be fighting the last war if models are only reevaluated after they catastrophically break down.
Risk managers must, therefore, also devote appropriate resources to staying abreast of current
research and practices.

18.9 RISK MANAGEMENT DOES NOT MEAN RISK AVOIDANCE

A necessary condition for generating active returns in the absence of arbitrage is risk-taking.
The goal of risk management is thus twofold: first, making sure that only desired types and
levels of risks are taken while undesired risks are avoided; and, second, making sure that the
sizes of the risks taken make sense given the size of the target return and the client’s toler-
ance for risk. If these conditions can be achieved, investors will have increased confidence to
position their portfolios more decisively. In particular, risks can be more precisely positioned
to incorporate the particular bet the investor seeks without creating ancillary exposures that
have the potential to pollute the original insight driving the investment decision. This point is
best captured by BSRMF and CMRA (2008): “understanding the relationship between risk
and reward enhances all aspects of the asset management business” (p. 6). This perhaps is
the point most worthy of highlighting and emphasizing.

This chapter has reflected on the importance of eight specific principles of buy-side risk
management. They were acknowledged before the 2007-2009 credit crisis and will undoubt-
edly be rediscovered after the next crisis. These eight principles should be incorporated into
the design of buy-side risk management organizations. The credit crisis raised questions about
institutional commitment to risk management in practice. It is our hope that the principles
outlined in this chapter will help buy-side institutions persevere, and perhaps even prosper,
when market turbulence rises again.

NOTES

1. This chapter was originally a paper by Bennett Golub and Conan Crum (2010b) that was published
in the Journal of Portfolio Management, 36(4). The chapter has been slightly modified from the
original publication with permission.
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12.

13.
14.

The Global Association of Risk Professionals (GARP) beame the sponsor of the Buy-Side Risk
Managers Forum in 2011. The Risk Principles for Asset Managers were updated 2015.

. Golub was a member of BSRMF and participated in that group’s (and CMRA’s) preparation of

the report, which is organized into sections on governance, investment, operational, and other risk
principles.

The reflections on buy-side risk management discussed in this chapter evolved in the context of
helping manage risk during the credit crisis of 2007-2009 and during the writing of Golub and
Crum (2010a).

Many of these principles certainly apply to other types of financial institutions, but their relative
importance may differ. For instance, the existence of material proprietary trading books at broker/
dealers may create the need for different types of intra-organizational relationships between risk
takers and the firm’s risk managers. See BSRMF and CMRA (2008, p. 7) for a more complete
discussion.

This principle broadly aligns with principle 5.7 (BSRMF and CMRA [2008, p. 14]).

See, for instance, Institute of Internal Auditors, 2005.

This insight was provided by Kenneth Winston.

From an email sent to the authors by Quintin Price.

See principles 5.4 and 5.5 (BSRMF and CMRA, 2008, p. 13).

See, for example, Khandani and Lo, 2008.

See Thomas and Pearle (2008) for additional details on insider claims that executives at WaMu
repeatedly ignored warnings raised by internal risk managers.

See principles 5.6 and 6.6 (BSRMF and CMRA, 2008, pp. 14 and 18).

Sicart (2007) summarized the ludic fallacy of Taleb (2007) as “the misuse of games to model real-life
situations.” The misused game in this context is the risk model.
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19.1 INTRODUCTION

The COVID-19 crisis posed unprecedented challenges for global economies. While the pub-
lic health and humanitarian crisis is ongoing, select lessons can be drawn from the March
2020 market turmoil. The outbreak of the pandemic resulted in a liquidity crisis that was
different from the credit crisis experienced during the 2008 Global Financial Crisis (GFC).
Market volatility increased sharply, and market liquidity deteriorated significantly, including
in markets traditionally seen as liquid and low risk. As many countries moved into lockdown
to contain the pandemic, issuers, banks, and investors concentrated their actions on reduc-
ing their risk exposures and retaining their liquidity. The COVID-19 outbreak became an
extreme stress event that, fortunately, demonstrated the effectiveness of the many improve-
ments to financial market resilience made over the past decade and highlighted areas that
require attention.

This chapter summarizes 10 key lessons from COVID-19 and considers the implications
of the COVID-19 crisis across capital markets. Additionally, this chapter reviews the key mar-
ket events from March 2020 and the official sector’s interventions. The chapter includes some
lessons drawn from COVID-19, identifying what worked and what needs to be addressed
further, and addresses policy recommendations and areas for future consideration.
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19.2 BACKGROUND

The capital markets ecosystem is dynamic and diverse, involving numerous types of market
participants and products. Market participants include banks as well as nonbanks such as
insurers, pension plans, sovereign wealth funds, asset managers, foundations, endowments,
and family offices. Within each of these categories is a variety of participants. There is also
a wide range of products in which they originate, create, trade, or invest. Asset management
products, for example, are diverse both in terms of asset class (e.g., equity, fixed-income,
derivatives, cash, real estate, private equity) and entity (e.g., open-ended mutual funds, includ-
ing exchange-traded funds [ETFs] and money market funds [MMFs], hedge funds, real estate
investment trusts, collateralized loan obligations, and private funds for equity and credit and
real estate).

In the decade since the GFC, policy makers focused significant attention on the function-
ing of the banking system and capital markets, along with the roles played by various market
participants and products. Numerous changes were made to improve financial stability. For
example, new rules mandated central clearing of over-the-counter (OTC) derivatives in place
of bilateral agreements, which has led to standardization, more transparency, and better risk
management—but has necessarily also concentrated risk in a handful of central clearing coun-
terparties (CCPs).> Equity market structure enhancements, many of which were industry-led,
included more objective standards, mechanisms to manage extraordinary volatility, enhanced
technology infrastructure requirements, and regulatory reporting.*

After an extensive review of the asset management industry, the Financial Stability Board
(FSB) and International Organization of Securities Commissions (IOSCO) concluded that
a products- and activities-based approach was needed to reduce systemic risks in market
finance. A products- and activities-based approach can be thought as being in contrast to an
entities-based approach, which focuses regulatory attention primarily at the type of entity
who is managing a particular product. Fund reforms included specific rules for MMFs, an
expansion of liquidity risk tools, detailed liquidity risk management and stress testing for
mutual funds, and new rules on the use of leverage and derivatives in funds. Likewise, a
host of new rules increased data collection from asset managers, providing transparency to
regulators and others. These rules include the registration of private funds, the reporting of
MMF and other mutual fund portfolio data, the reporting of the use of derivatives in sepa-
rately managed accounts and funds, and the reporting of data on ETFs and their authorized
participants (APs).’

19.3 CORE PRINCIPLES UNDERPINNING RECOMMENDATIONS

First, policy making should be data driven. Post-GFC reporting requirements and multiple
market events have created a wealth of new data and case studies, allowing policy makers to
evaluate past hypotheses. One such hypothesis was that ETFs would increase market volatil-
ity, and that market makers and APs would step away in times of market stress. The pandemic
presented ETFs with their most significant test to date. Contrary to the hypothesis, more APs
became active in ETF primary markets, ETFs were a source of liquidity as investors increas-
ingly turned to them to adjust their asset allocations, and ETFs became a source of real-time
price discovery.

Second, policy making must be guided by a holistic view of the ecosystem and connectiv-
ity among its various elements. The actions of banks, nonbanks—including CCPs, exchanges,
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Commercial Paper Treasury Agency and Corporate and Municipal
Bonds GSE-Backed Securities Foreign Bonds Bonds
MMFs: $225.4 billion
(20.7%)
Other mutual funds: Mutual funds: Mutual funds: Mutual funds: Mutual funds:
$103 billion (9.5%) $1.2 trillion (6.0%) $584.7 billion (5.7%) $2.2 trillion (16.1%) $802.1 billion (19.6%)
$759.6 billion $19.4 trillion $9.6 trillion $11.6 trillion $3.3 trillion

EXHIBIT19.1 Mutual Funds in the United States: Just the Tip of the Iceberg
Source: Federal Reserve Z.1 data as of June 2020, available at https://www.federalreserve.gov/
releases/z1/20200611/z1.pdf. Graphic not to scale.

trading platforms, asset owners, and asset managers—and policy makers collectively shaped
the COVID-19 financial experience. The events in March 2020 demonstrated both market
structure strengths and weaknesses. A holistic view of the ecosystem requires ecosystem-wide
data. Too often, policy debate tends to overly focus on entities where data are most read-
ily available. The discussion around nonbank finance, for example, often focuses on asset
management, where data availability is relatively strong, despite asset managers representing
only about a quarter of the entire ecosystem’s assets.® Mutual funds, for which data are much
more readily available, are an even smaller component of the ecosystem. Exhibit 19.1 shows
the percentage of debt held by mutual funds relative to other bondholders.

Finally, lessons drawn should include both what worked and what needs to be addressed;
both are valuable and should be factored into future reforms. These lessons should be based
on a careful differentiation between market risk and systemic risk. For example, credit rating
downgrades are a valuable source of market information and not an example of systemic
risk. Market risk reflects price volatility that is expected by and disclosed to investors. In
contrast, systemic risk is the risk that the failure of one entity will result in a domino effect
across firms and markets. There is broad agreement that systemic risk needs to be mitigated,
which necessarily requires a close review of the entire ecosystem.

19.4 MARCH 2020: CAPITAL MARKETS HIGHLIGHTS AND OFFICIAL SECTOR
INTERVENTION

Several events during March 2020 underscored the extent of financial market stress. The US
Treasury market froze and bid—ask spreads for off-the-run US Treasuries peaked at 188 basis
points (bp).” This reflected the lack of liquidity as banks were disinclined to use their balance
sheet capacity for discretionary trading activity, and proprietary trading firms (PTFs) retreated
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from the market. Bond market volatility reached its highest level for 15 years: the dealer run
count (i.e., the number of electronic messages that list the securities that dealers are willing
to buy or sell) fell significantly in the United States, limiting the amount of trading informa-
tion, which in turn increased price uncertainty, and hence transaction costs.® The spreads for
high-yield bonds had in recent years varied between 300 bp and 600 bp in the United States,
but exceeded 1000 bp in March.? Similar trends were observed for bank loans and municipal
bonds, and new issuance fell across the board. “Fallen angels™ (i.e., bonds being downgraded
from investment grade to high yield) ticked up sharply as COVID-19 changed the outlook
for many corporate issuers. Short-term markets experienced acute strains as liquidity evapo-
rated. Sudden, unpredictable spikes in initial and variation margin across CCPs exacerbated
volatility, at a time when liquidity across markets was drying up and market participants
were acting to preserve liquidity.

Against this backdrop, fixed-income ETF secondary market trading volumes jumped
as investors turned to ETFs to allocate capital and to manage risk. In the United States,
fixed-income ETF volumes reached an average of $33.5 billion per day in March 2020, which
is more than three times the 2019 daily average.'? Similarly, in Europe, the combined aver-
age daily volume of the five largest UCITS corporate bond ETFs reached $265 million in
March, nearly double the 12-month average.!! The shutdown of short-term markets pre-
sented MMFs with challenges: US domiciled Prime MMFs—those investing in corporate
commercial paper—saw outflows of approximately 30% in March. In Europe, outflows from
sterling and euro MMFs were more muted: assets in Euro Standard MMFs fell 10%, Euro
Low Volatility Net Asset Value (LVNAV) MMFs 5%, and Sterling LVNAV MMFs 1% over
the month, although the latter two saw outflows of 16% and 11%, respectively, during the
most acute 7-day period.!?

Outflows from investment funds increased across a wide range of asset classes as end
investors moved their money to build liquidity or rebalance portfolios. These outflows were
generally a small percentage of fund assets but were more elevated for high-yield bond funds,
bank loan funds, and municipal bond funds. Outflows from high-yield bond funds averaged
1.8% in the United States in the week to March 18, for example, and outflows from US
high-yield municipal bond funds reached $11.6 billion or approximately 9% of assets under
management over the entire month of March.!3 To externalize transaction costs to redeeming
investors, France and Luxembourg’s securities regulators allowed the use of “swing prices”
higher than the maximums disclosed in fund prospectuses. Swing pricing is a mechanism
that allocates the cost of market liquidity to clients redeeming from or subscribing to invest-
ment funds, removing the potential for a first-mover advantage and protecting the remaining
investors.

Central bank interventions were effective in calming markets and restoring confidence.
Exhibit 19.2 lists the key primary and secondary market facilities designed to maintain fund-
ing access for issuers. To the same end, central banks in some regions gave banks relief to
temporarily draw down their capital buffers (Countercyclical Capital Buffer and Capital
Conservation Buffer) and their liquidity buffers (Liquidity Coverage Ratio).

In the United States, the Federal Reserve released data on the take-up of its programs.
Looking at the corporate credit facilities, the Secondary Market Corporate Liquidity pro-
gram grew since the program’s launch, with $12.47 billion deployed for the purchase of
corporate debt and bond ETFs on the secondary market as of August 2020 out of an ini-
tial $25 billion allocation. In contrast, while the Primary Market Corporate Credit Facility
became operational, no transactions were made as of August 2020.* The Municipal Liq-
uidity Facility, which became operational in late May 2020, had extended $1.65 billion as
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3/12/20 ECB Asset Purchase Programme expanded by €120 over 2020
ECB increases lending volumes and cuts rates for targeted longer-term refinancing operations
(TLTRO IlI)
SSM allows banks to operate below regulatory capital and liquidity buffers

3/17/20 Fed implements Primary Dealer Credit Facility
Fed implements Commercial Paper Funding Facility

3/18/20 Fed implements Money Market Mutual Fund Liquidity Facility
ECB Pandemic Emergency Purchase Programme adds €750 billion to Asset Purchase
Programme purchases
ECB expands Corporate Sector Purchase Programme eligible assets, including nonfinancial CP
Bank of England COVID Corporate Financing Facility purchases nonfinancial CP

3/23/20 Fed implements Primary Market Corporate Credit Facility and Secondary Market Corporate
Credit Facility
Fed implements Term Asset-Backed Securities Loan Facility

3/25/20 Bank of England announced an extra 200 billion in QE purchases, split between Gilts and
corporate bonds

4/02/20 Bank of England confirms 10 billion of 03/25 QE purchases will be corporate bonds
4/09/20 Fed implements Municipal Liquidity Facility

EXHIBIT19.2 Selected Official Sector Programs Announced in March and April, 2020

of August. Take-up of the Money Market Mutual Fund Liquidity Facility and the Primary
Dealer Credit Facility peaked in April 2020, with $51.09 billion and $34.55 billion in out-
standing loans, respectively. The facilities’ outstanding loans then decreased as markets nor-
malized and collateral came to term. The Commercial Paper Funding Facility’s holdings were
around $4 billion in May and June 2020, with less than $400 million in loans issued in April
and July 2020.1

In the Eurozone, the ECB released some data on purchases under the Pandemic Emer-
gency Purchase Programme (PEPP). As of July 31, 2020, cumulative purchases from the PEPP
had totaled €440 billion, of which €34.8 billion (8 %) were (nonfinancial) commercial paper,
€17.6 billion (4%) were corporate bonds, and €3 billion were covered bonds (1%)—the
remaining 87% were public sector securities.'® In the United Kingdom, the Bank of England
reported that as of September 9, 2020, gilt purchases totaled £661 billion, of which £18.4
billion were corporate bonds. Under the Corporate Financing Facility, the Bank of England
purchased £17.7 billion in commercial paper as of September 9, 2020.17

19.5 COVID-19 LESSONS: WHAT WORKED AND WHAT NEEDS TO
BE ADDRESSED

The March 2020 financial markets experience illustrated a great deal about performance
under stress of different market structures, market participants, asset classes, fund vehicles,
and financial services policies. The following represents the most important lessons to date.

Lesson 1: Banks and the banking system entered the COVID-19 crisis in a strong position,
with reduced risk-taking, stronger balance sheets, high-quality capital, and ample liquidity.
However, post-GFC capital and liquidity requirements left some banks unable or unwilling
to use their balance sheets, exacerbating the volatility. In Europe and in the United States,
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EXHIBIT19.3 Take-Up of Federal Reserve Facilities
Source: Federal Reserve. Reports to Congress Pursuant to Section 13(3) of the Federal Reserve Act in
response to COVID-19.

some banks were hesitant to use prudential buffers or liquidity, even when regulators encour-
aged them to do so. The use of prudential buffers is complicated by the linkage to dividend
distributions, AT1 coupon payments,'® executive compensation, and potential rating agency
actions. When the US Federal Reserve granted dealer banks explicit capital relief for sec-
ondary market purchases of commercial paper (CP) from MMFs, banks immediately became
willing to intermediate. The absence of similar actions in Europe meant short-term markets
remained stressed for several weeks, impacting issuers and investors.

Lesson 2: OTC derivatives’ move to central clearing improved transparency and risk man-
agement. These reforms proved effective: centrally cleared US futures and options hit an
all-time high of 1.43 billion contracts in March.!® However, margin calls were pro-cyclical,
unpredictable, and opaque. Collateral for US futures rose $104 billion (49%) over the month
of March. Heightened margin requirements and related cash-raising needs by a wide vari-
ety of market participants and corporates added pressure to short-term markets in already
challenging conditions.
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Source: CFTC, available at: https://cftc.gov/MarketReports/financialfcmdata/index.htm.

Lesson 3: ETFs provided investors access to liquidity and facilitated price discovery.
ETFs delivered an incremental layer of liquidity to the bond market because buyers and sellers
can easily trade shares of the ETF on exchanges without having to buy or sell the underlying
bonds in the primary market. ETFs also provided real-time transparency into bond market
prices when cash bond markets were frozen or difficult to trade. This resulted, at times, in
ETFs trading at market prices (i.e., the price on exchange) that were lower than (at a discount
to) the net asset value (NAV) of the ETF’s underlying portfolio, as the NAV is calculated from
the day’s prices and estimated prices. In many instances, it was cheaper to trade the ETF than
the basket of underlying securities. In Europe, for example, credit markets were especially
stressed, with bond bid-ask spreads widening by a factor of two or three times compared
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to normal market averages. The cost of trading corporate bonds averaged 55 bp between
March 9 and March 20. In comparison, bid-ask spreads in the five largest corporate bond
ETFs by assets under management (AUM) averaged 24.4 bp over the same period.?!

Lesson 4: Equity markets, with a high degree of electronic exchange trading and standard-
ization, were volatile but orderly. Market structure reforms over the past decade improved
trading venue resiliency as both Market-Wide Circuit Breakers (implemented four times in
two weeks) and Limit-Up-Limit-Down (halts were triggered numerous times) were effective.

Lesson 5: The $18 trillion US Treasury (UST) market experienced unprecedented liquid-
ity challenges. Following post-GFC regulatory changes and technological advances, PTFs and
hedge funds have the largest share of USTs market-making; both classes of such entities gen-
erally retreated from making markets. Meanwhile, the heightened trading demand for USTs,
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including selling by non-US investors, overwhelmed the balance sheet capacity of banks given
their need to adhere to stricter capital and liquidity requirements. One idea under consider-
ation to address this issue is the expansion of central clearing for USTs, which would reduce
reliance on banks and PTFs.

Lesson 6: MMF reform proved beneficial in many areas, including higher quality, shorter
maturity, more liquid portfolios, and increased reporting. The United States and European
MMF industries have different fund profiles, reflecting different issuer and investor needs,
and the profile of fund flows differed during March 2020. However, the crisis highlighted a
problem with MMF rules. In both regions, funds that faced the threat of redemption gates
and liquidity fees experienced similar problems. Clients regarded the 30% weekly maturing
asset buffer as a floor, since breaching it permits fund governance bodies to consider imposing
redemption gates and liquidity fees. In contrast, MMFs with a minimum liquid asset buffer
that did not have such a link to redemption gates and liquidity fees (such as Standard MMFs
in Europe) were able to use their cash buffers in the way policy makers intended.??

Lesson 7: Post-GFC mutual fund reforms brought a broader liquidity risk management
toolkit with higher standards, more robust fund stress testing and greater transparency to
regulators. These proved crucial for handling redemptions: levels of outflows were elevated
but remained within a range most asset managers had anticipated. Bond funds, for example,
saw high absolute outflows, but these represented a manageable percentage of fund AUM,
and even high-yield bond funds were able to navigate flows.
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While 100% of US bond funds met their redemptions, a small number of funds domiciled
outside the United States were forced to suspend redemptions. In nearly all cases, this was
not due to the volume of outflows but rather due to “material valuation uncertainty.” “Mate-
rial valuation uncertainty” means that the fund could not be accurately valued, which could
put either the redeeming or remaining investors at risk were redemptions done using the best
available price. Open-end real estate funds in the United Kingdom were suspended for this
reason, as were briefly some Danish fixed-income and equity mutual funds. Although the lat-
ter were mutual funds listed on an exchange, their price is not determined by the continuous
buying and selling of shares in secondary markets, as is the case with ETFs, but rather by
the fund administrator trying to determine their value at least three times daily. Where fund
administrators determined they could not accurately value mutual funds, they suspended their
redemptions. Some Swedish bond funds suspended redemptions when local managers could
not access accurate pricing for some securities—likely attributable to fragmented liquidity
and dealers’ unwillingness to trade some OTC instruments in particular. Most suspensions
lasted between 1 day and 2 weeks, with some funds eventually being liquidated later on.

However, the main difference between the Unites States and Europe was swing pricing,
which is permissible and available in most (but not all) countries in Europe. Asset managers in
Europe increased significantly both the frequency of swing pricing adjustments in March 2020
and the magnitude of the swing factors across a variety of strategies, notably in fixed-income
and multi-asset funds. In contrast, for swing pricing, while permissible from a regulatory
perspective in the United States, the ecosystem does not support its operationalization.

Lesson 8: Index providers voluntarily delayed all or part of their March 2020
fixed-income rebalance to avoid unnecessary turnover at a time of market uncertainty and
limited liquidity. Had the index providers gone ahead by posting the normal formulaic
rebalancings, the selling pressure—especially in short-term bonds—had the potential to
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indicative, and absolute-terms dollar outflows should not be taken as exact measures.
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Index <1y Inclusion Fallen
Provider March Month-End Rebalancing Status Summary Securities  New Issues Angels
Bloomberg Rebalance proceeded with reduced turnover due to Delay Proceed Proceed
postponement of removal of securities with <1 year
to maturity
ICE Postponed rebalance (bond and preferred) Delay Delay Delay
Markit Postponed majority of rebalance Delay Delay Delay
JPM Rebalance proceeded, but limiting amount of turnover Delay Partial Delay  Delay
FTSE Postponed rebalance Delay Delay Delay
S&P Rebalance proceeded Proceed Proceed Proceed

EXHIBIT 19.10 Fixed-Income Index Rebalancing Decisions, Month-End March 2020
Sources: BlackRock, Bloomberg, ICE, Markit, JPM, FTSE, S&P. As of March 26, 2020.

undermine the central banks’ actions to add liquidity to the short-term markets. Even with
an elevated number of “fallen angels” and robust new issuance, the rebalance at April
month-end proved orderly and efficient, justifying the extraordinary decisions made in
March.?3

Lesson 9: Credit downgrades remained high on investors’ viewfinders due to the high
percentage of BBB bonds in the investment-grade universe and concerns that “fallen angels”
could trigger forced selling by mutual funds. While downgrades increased, these are two dis-
tinct issues. Concerns about “forced selling upon downgrade” are misplaced as most mutual
funds are able to hold “fallen angels,” and most investors are motivated to stay invested in
them. In many cases, downgrades of higher quality names have represented buying opportu-
nities, especially for opportunistic investors.>*

Lesson 10: Operational resilience reflected extensive business continuity planning. The
work from home (WFH) pivot was quick across the global capital markets ecosystem, includ-
ing at broker-dealers, custodians, asset managers, and third-party vendors. However, WFH
likely contributed to some early market issues with chains of command and decision-making
impeded. In addition, outsourcing concentrations have been noted, and specific functionalities
needed to be assessed for future improvements.

19.6 RECOMMENDATIONS TO ENHANCE THE RESILIENCE OF CAPITAL
MARKETS

The lessons drawn from the experience of financial markets in March 2020 highlighted the
need for policy reform and industry enhancements around three pillars: (1) bank regulation,
(2) market structure, and (3) certain specific products and activities.

19.6.1 Recommendations Regarding Bank Regulations

Banks were considerably strengthened by the financial reforms following the GFC. They
could, however, have played a more impactful role in channeling funding to companies during
March 2020 if they had additional regulatory flexibility.

The swift and coordinated response from central banks was decisive and effective. Reg-
ulatory relief offered to the banks during this crisis allowed banks in some regions to expand
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their balance sheets. However, regulatory buffers became an effective floor for some banks,
limiting their discretionary activities and restricting their intermediation in markets. More
comprehensive relief across regions would have allowed for greater bank intermediation when
liquidity was most needed across markets. The following policy reforms are recommended,
which seek to achieve a balance between safety (highly constrained bank balance sheets) and
smoother market operations through times of market stress. Without such reforms, in future
market stress events, there is a risk of a repeat of significant bank balance sheet constraints
contributing to a deterioration in secondary market liquidity.

Recommendation 1: Policy makers should incorporate into the regulatory framework
guidance on when banks can use their capital and liquidity buffers to provide liquidity to the
markets. Ideally, this approach would address bank concerns about potential implications of
breaching prudential buffers.

Recommendation 2: Policy makers should make participation in central bank purchase
programs balance sheet neutral for banks. The only central bank program that succeeded
in unblocking short-term markets was the Fed’s MMLF; the capital neutrality encouraged
greater bank intermediation in markets.?’

Recommendation 3: Policy makers should give high-quality CP “High-Quality Liquid
Asset” status for the purposes of the Liquidity Coverage Ratio. This would ensure that banks
can continue to play a central role in short-term markets, even in times of stress.?

19.6.2 Recommendations Regarding Market Structure

Market structure needs modernization. While many elements were resilient and worked well,
some must evolve to reduce the reliance on bank balance sheet capacity.?’

The post-GFC banking system was not designed to have the capacity to cope with the
unprecedented supply of long-dated fixed-income securities coming onto the market and
the simultaneous unprecedented demand for cash that was experienced during COVID-19.
Modernization is especially important for the Treasury, CP, and other fixed-income markets.
Enhancements in other asset classes would also be beneficial.

In addition, March 2020 highlighted the importance of high-quality data and well-
calibrated electronic trading tools for price discovery and trading. In equity and currency
markets, market participants are familiar with data-driven electronic execution, and as a
result, liquidity remained in these electronic trading channels, and the equity and currency
markets continued to function smoothly throughout March, albeit reflecting higher levels of
volatility. In contrast, electronification is still relatively nascent in fixed-income markets.

Even where electronic trading is used, liquidity is fragmented across different venues,
preventing the consolidated access to liquidity available in equity markets. In addition, bro-
ker algorithms that could not handle the market volatility were turned off, further damaging
liquidity. Dealers also turned off algorithms due to a lack of confidence in third-party mar-
ket data streams. Pricing algorithms rely on transparency in underlying transactional data
as a primary input. Centralized, timely, high-quality pricing data in fixed-income markets
is needed for algorithms to continue evolving. The lack of data is a serious impediment for
market participants and for policy makers in short-term markets. Improved access to data
would allow public authorities to more clearly assess the resilience of banks who raise con-
siderable funding in these markets and to better understand how short-term markets transmit
monetary policy.
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19.6.2.1 Treasuries Recommendation 4: Policy makers should consider the scope of report-
ing requirements to increase transparency in the UST market. This would allow regulators to
more closely examine risk in the system and give more transparency to market participants
on Treasury holdings.

Recommendation 5: The expansion of Treasury market clearing merits further study.

19.6.2.2 Short-TermMarkets Recommendation 6: Convene an ad hoc group of participants in
short-term markets to help advise on how best to modernize the short-term market structure
and make it more resilient in times of stress.”® This group should include issuers (banks,
corporates, and public authorities), dealer banks, and different types of investors. It should
consider improvements to short-term market structure, with a focus on improving liquidity,
price transparency, and, in particular, data quality, as well as potential ways to reduce market
reliance on bank balance sheet capacity. Examining market structure adaptations that could
more easily match buyers and sellers would be helpful. For example, could all-to-all electronic
venues that have become more popular in longer-maturity fixed-income markets be helpful
for short-term markets? Could greater standardization of CP issuance improve the market?

Recommendation 7: Policy makers should expand or constitute standing advisory bod-
ies focused on short-term markets, composed of both sell-side and buy-side representatives.?’
We draw inspiration from the ECB’s “Bond Market Contact Group,” which ensures connec-
tivity in the longer dated primary and secondary bond markets. In normal times, this group
meets quarterly, but in times of market stress, it convenes far more regularly to help bridge
the information gap between market participants and public authorities. Similarly, the SEC’s
advisory committees, in particular, the Fixed Income Market Structure Advisory Commit-
tee,> convenes a variety of market participants to discuss and provide recommendations
on key market and regulatory issues. Given the importance of short-term markets to issuers
and users, from a “real economy” and financial stability perspective, such a group would be
enormously valuable especially in times of market stress.

19.6.2.3 Fixed-Income Markets Recommendation 8: Policy makers should encourage elec-
tronic trading venues to offer more comprehensive, equities-style access to liquidity to
overcome the fragmentation in fixed-income markets and provide access to pre-trade
transparency.

Recommendation 9: The broker community should take steps to improve the resilience
of fixed-income market-making algorithms. Had these algorithms been better calibrated and
held up in the period of high volatility, they could have had the potential to improve liquidity,
relieve system stress, and increase operational capacity, rather than reducing liquidity when
they were turned off.

19.6.2.4 Central Clearing Counterparties (CCPS) Recommendation 10: Policy makers should
require CCPs to enhance margin modeling to be more conservative and reduce procycli-
cality.’! Regulators should ensure that CCPs size initial margin requirements conservatively
to cover, with a high degree of confidence, any potential loss that a CCP could incur in
liquidating an individual portfolio. This will likely result in higher margin requirements
during “peacetime” but should provide the market with more stability during “wartime.”
Recommendation 11: MMF units should be approved as collateral under cleared and
uncleared bilateral margin rules.3> In March, many euro and sterling market participants
faced significant margin requirements as a result of the stressed markets and central banks’
interest rates positioning. This in turn put pressure on short-term markets, including MMFs,
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to raise cash as collateral. Finding a regulatory and operational solution to allow use of MMF
units as collateral would mean that investors in MMFs would not be forced to redeem from
the MMF to raise cash for margins, and subsequently, the counterparty would not need to
then reinvest the cash elsewhere in short-term markets.

19.6.2.5 Equities Recommendation 12: Market-wide circuit breaker (MWCB) rules should
be harmonized and the resumption of trading after a halt should be facilitated.?? While
MWCBs functioned well in March 2020, the experience highlighted that select refinements
would further promote market stability, including improving the interaction of single-stock
and market-wide guardrails.

19.6.2.6 Indices Recommendation 13: The industry should consider whether guidelines for
index providers on addressing potential future rebalancing modifications are necessary.>* The
experience in the financial markets in March was highly unusual in many ways, and it high-
lighted the importance of indexes as part of the market ecosystem.

19.6.2.7 Data Recommendation 14: Continue to refine TRACE reporting methodology to
improve data accuracy for pricing algorithms and to increase transparency for fixed-income
market participants. The SEC’s Fixed Income Market Advisory Committee’s continues to
work to improve TRACE.3

Recommendation 15: Europe needs a pan-European consolidated tape to establish a sin-
gle authoritative record of prices and volumes.3¢ Post-trade data are an essential input into
price discovery, but in Europe it remains fragmented and is generally of low quality. A consol-
idated tape for fixed-income securities, equities, and ETFs would drive transparency, aiding
better investor decision-making and liquidity management and helping to deliver a Capital
Markets Union in Europe.

19.6.3 Recommendations Regarding Asset Management

The systemic stability of asset management products and activities has been considerably
strengthened by post-GFC reforms, but certain elements of those reforms should be revisited
and others further enhanced.

The FSB and US Financial Stability Oversight Council (FSOC) pivoted in 2015 and
2014, respectively, toward a products- and activities-based approach to regulation as the
most effective way of mitigating risks in asset management. For asset management, such
an approach includes (1) regulators collecting and monitoring extensive data on mutual
funds, allowing them to screen outliers and monitor risks, and (2) liquidity risk manage-
ment, which includes detailed provisions on liquidity and leverage management in investment
funds together with the provision of a broad range of tools for fund managers to mitigate
risks (e.g., swing pricing, stress testing, gating). Prior to this, policy makers had been con-
sidering an entity-based approach that would have focused on designating a small number
of large investment funds or asset managers as systemically risky. After analyzing the asset
management industry, policy makers recognized that such designations would simply shift
rather than mitigate risks—problems in asset management are not correlated to “large firms”
or “large funds,” as events have demonstrated.” In order to address systemic risk in asset
management, regulators need to apply the same requirements industry-wide for specific activ-
ities and products. As with other instances, during the COVID-19 market turmoil, the funds
experiencing issues were not necessarily the largest funds or funds from the largest sponsors.
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The preponderance of systemic risk arising from the asset management industry comes from
specific activities or products, not from who is engaging in those activities.3$

Recommendation 16: Decouple the 30% weekly liquid asset requirement of MMFs from
the redemption gates and liquidity fee triggers, and provide guidance for the use of buffers
during stressed periods.3’ The coupling of these requirements had strong behavioral incen-
tives, as very few MMFs subject to these requirements dipped below the minimum buffer
during COVID-19 despite outflow pressures.

Recommendation 17: Make the broadest set of liquidity risk management tools for
open-ended funds available to fund managers in all jurisdictions. As set out in Chapter 7,
fund managers in many—>but not all—jurisdictions were able to use swing pricing and were
able to increase the degree of the swing factor where needed to help ensure redeeming clients
bore the liquidity cost of their redemption. We recommend that all funds have access to a
broader anti-dilution toolkit, such as swing pricing, that assigns transaction costs to the
transacting investors. In jurisdictions where swing pricing and other liquidity management
tools are available, policy makers should ensure that they can be operationalized with
appropriate upgrades to distribution structures and dealing protocols as well as making
improvements to underlying market structures. Alternatively, policy makers should consider
implementing other anti-dilution measures in jurisdictions where it may not be practical to
operationalize swing pricing. Policy makers should consider the trade-offs associated with
various ideas, including redemption fees or other measures. As noted in Recommendation
15, centralized, timely, high-quality pricing data in fixed-income markets would further
improve risk management and swing pricing models, as would greater data on underlying
investor characteristics.

Recommendation 18: Ensure that fund managers stress tested contingency plans and have
enhanced data and are fully prepared for crisis situations. Policy makers should ensure that
fund managers have contingency plans in place and have tested the underlying procedures on
how to use the full range of available liquidity management tools in a crisis situation. Finally,
policy makers should act to improve fund manager access to timely granular subscription
and redemption data and data analytics to improve the liquidity stress testing models used to
predict the liquidity needs to a fund.*?

Recommendation 19: While ETFs were resilient during March 2020, a few additional
enhancements would further add to stability. These include clarification around redemp-
tion settlement requirements for US-listed ETFs when underlying markets are closed and
greater flexibility in redemption fees for US ETFs in times of extreme volatility.*! In addi-
tion, recent market events have underscored the need for a more descriptive exchange-traded
product (ETP) classification system to help end-investors distinguish among different types
of ETPs, including the way certain products behave during periods of market volatility and
the risks involved.*> The “ETF” category has become a blanket term for any product that
offers exchange-tradability. However, some products use leverage to deliver a return that is a
multiple of the index the fund tracks or, in the case of exchange-traded notes, are materially
exposed to the creditworthiness of the issuer of the underlying debt. Certain ETPs are tied to
commodities, such as oil, which can be quite volatile. A classification framework is needed
to distinguish various types of ETPs from ETFs.

Recommendation 20: Policy makers should accelerate efforts to collate better data across
the Non-Bank Financial Intermediation (NBFI) ecosystem, as the significant transparency
around asset management and investment funds currently provides only a partial view of
market activity. The FSB should continue to collate all the data it currently collects and should
start to break out market-based finance from shadow banking to better reflect the different
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risks of each and to focus on the areas that warrant additional focus. Currently, the broad
and narrow measures of NBFI aggregate very diverse elements of the financial system and fail
to distinguish between positive and negative practices.*3

Nonbanks are diverse entities with differing investment objectives and constraints. For
example, during March 2020, many pension plans sold bonds to make benefit payments and
to rebalance into equities given equities had underperformed.

19.7 CONCERNS WITH MACROPRUDENTIAL CONTROLS

Some commentators suggest that there is a mismatch between open-ended funds and their
liabilities. They advocate for greater alignment of fund liquidity terms with underlying asset
liquidity or call for macroprudential tools to be applied to investment funds.** The ECB,
for example, has called for mandatory liquidity buffers and a mandatory leverage limit for
mutual funds.*’

We agree that inherently illiquid asset classes, such as direct investments in real estate,
should not be offered in daily dealing open-ended funds. The UK Financial Conduct Authority
(FCA) has recognized this, recently creating a “Funds Investing in Inherently Illiquid Assets”
category.*® For publicly listed asset classes such as corporate bonds, however, best practice
liquidity risk management tools—such as levies, redemption fees and gates, and redemp-
tions in-kind—can be highly effective in aiding investment funds to manage market volatility.
Financial stability is best served by ensuring the major fund domiciles allow the broadest set
of liquidity risk management tools. More work is needed here to make these tools universally
available.

The case for ex ante macroprudential tools fails, on the one hand, to differentiate between
bank funding liquidity risk and mutual fund redemption risk and, on the other, conflates mar-
ket liquidity with fund liquidity. A focus on the funding of activities is needed to understand
the source of the different risks in banking and asset management, and in turn the most appro-
priate way to mitigate them. Bank runs occur because deposits are short-term liabilities, as
depositors can demand their money back in short order. The short-term nature of these lia-
bilities embeds a first-mover advantage, as depositors at the front of the queue will receive
their cash in full, but depositors at the back of the line could receive nothing.

This potential for run risk is known as funding liquidity risk and can lead to insolvency
if improperly managed. In contrast, redemption risk in mutual funds is the risk that a fund
might have difficulty meeting investor requests to redeem their shares for cash within the
time frame required by fund constituent documents or regulation without unduly diluting
the interests of remaining shareholders. Because mutual fund shares reflect equity ownership
of the underlying assets, redemption risk for non-MMFs does not represent an asset-liability
mismatch and does not present the same type of systemic risk as a run on the bank.

Fund liquidity should be differentiated from market liquidity. Market liquidity is outside
the managers’ direct control and can pose challenges for mutual funds as volatility in credit
markets in March 2020 demonstrated. In contrast, fund managers have several tools to man-
age fund liquidity, including deliberately building into funds layers of asset liquidity (e.g., a
high-yield bond fund can hold some combination of cash, treasuries, investment-grade bonds,
as well as ETFs and potentially derivatives to ensure the fund is able to meet redemptions
under stressed conditions), mechanisms to externalize transaction costs (e.g., swing pric-
ing), and mechanisms to avoid becoming a forced seller (e.g., suspensions or gates).*” Funds
were able to use these liquidity management tools to manage redemptions in March 2020,
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when 100% of US bond funds were able to meet redemptions, and only a small minority of
European funds had to suspend redemptions, mainly due to material valuation uncertainty.

Macroprudential tools applied to mutual funds would be at best ineffective and at worst
procyclical and are likely to curtail the appetite of investors to invest their capital in mar-
kets. For example, some have proposed a cash buffer for mutual funds, under which a fund
would hold a “high” proportion of cash in good market conditions to meet redemptions in
stressed markets. Such a buffer would, in practice, potentially be ineffective (insufficient to
meet redemptions in highly stressed markets), procyclical (liquid assets would need replen-
ishing once the buffer is exhausted), and would disadvantage the end investor by introducing
a cash drag on performance.

Some have suggested that central banks provide a liquidity facility for mutual funds
via repo. While the presence of a liquidity backstop would likely reduce the inclination of
investors to redeem, this approach raises several fundamental issues. The explicit presence
of central bank liquidity in a mutual fund creates the potential for significant moral hazard
where asset managers might have less incentive to actively manage the liquidity of funds, and
asset owners might expect central banks to participate in the downside of their investments.
Importantly, a central bank facility for funds would blur the line between bank deposits that
government guarantees to ensure return of $1.00 and mutual fund investments where the
return of capital is not guaranteed as the net asset value reflects market conditions. Con-
sequently, this approach would socialize risk across the system. Finally, there are questions
around the pricing of such a facility, the requirement for capital that would impact the viabil-
ity of many funds, and the imposition of potentially conflicting regulations. As noted earlier,
a better solution is a robust liquidity risk management program that includes the broadest
set of liquidity risk tools available.

19.8 CONCLUSION

In the decade since the GFC, wide-ranging policy reforms have been implemented across the
capital markets ecosystem, targeting greater financial resilience. The COVID-19 outbreak
created serious challenges for healthcare systems, the broader economy, and financial mar-
kets. March 2020 provided an extreme stress event that demonstrated the effectiveness of the
many improvements that have been made and highlighted across several areas that require
further attention. In this chapter, initial lessons from the market turmoil in March were iden-
tified. Given COVID-19’s impact on the economy, businesses, and individuals, it is important
that long-term solutions are identified that will enable companies to access diverse sources
of capital to enable them to survive and grow, and individuals are able to achieve personal
financial resilience.

19.9 POSTSCRIPT

Much of the resilience exhibited by the financial system during the COVID-19 crisis can be
attributed to the many important financial reforms put into place in response to the GFC.
As of January 2023, additional reforms are being seriously considered by regulators, such as
enhanced monitoring of fund liquidity, additional money market reforms, treasury market
structure changes, and renewed attention to the idea of mandating the use of swing pricing
for US mutual funds. As laid out in BlackRock’s ViewPoint series Lessons from COVID-19,
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additional financial regulatory reforms are needed. That said, there is a wide road to cross
between the notion of a market reform and an implemented policy change. This is an area
where, most certainly, the “devil is in the details.” Optimal rule-making is both enhanced by
detailed and thoughtful feedback by market participants while at the same time changes can
sometimes be hindered by advocacy of their self-interest. Given the increasing complexity of
financial markets and the potential costs of systemic instability, the dialogue between policy
makers and market participants has taken on increased urgency. Clearly, the emerging world
of “crypto” currencies serves to keep this message current.
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Factor-based investing, risk budgeting,
208, 213-215
Factor blocks
ANOVA report, 115¢
contribution, 111e
definitions, 110
hierarchy, 110e
Factor exposures, 194
Factor-level contributions/aggregations,
109-111
Factor loadings, 69
Factor model
assumptions, generalization, 85
structure, generalizations, 91-92
taxonomy, 84t
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Factor returns
K x 1 vector, 84
standardization, 99
Factor structure, 83-835
Fair market value (MV},.i,0n)5
determination, 53
Fannie Mae and mortgage-backed securities
(MBS), 336
FAS Staff Position (FSP) FAS 157-3,
issuance, 318
Fast decay, usage, 133
Fat-tailed asset returns, 94
Fat-tailed idiosyncratic returns, 101
Fat-tailedness, degree, 101
Fat tails, susceptibility, 129-130
Federal Reserves facilities, take up, 356e
Feedback loops, closure, 240
FHLMC security contribution, 109
FICO scores, 328-330, 336
Fiduciary obligations, 347-348
Financial Accounting Standards Board
(FASB) Statement of Financial Accounting
Standards (FAS) No. 155, 318
Financial Conduct Authority (FCA)
(UK), 366
Financial distress, 321
Financial resources, totality, 307
Financial Stability Board (FSB), 352
Financial Stability Oversight Council
(FSOC), pivot, 364
First principal component
shock, TSOV (relationship), 72e
TSOV, relationship, 69-73
Fixed-income, behavioral risk management,
227-228
Fixed-income bond latent liquidity, 175e
Fixed-income data availability limitations,
171-180
Fixed-income derivatives
clearing, 305-306
Fixed-income derivatives, trading, 304
Fixed-income direct tracking bp
(FDTB,), 265
Fixed-income ETF AUM, 285
Fixed-income ETF liquidity, 279
Fixed-income ETFs
cases, 289-290
growth/adoption, 285-286

impact, 288
options, 288
portfolio trading, relationship, 286-288
Fixed-income hedges, 185-186
Fixed-income index rebalancing decisions,
361e
Fixed-income markets, recommendation,
363
Fixed-income monthly return
moments, 322e
Fixed-income portfolios, 252
derivatives, value, 302-303
KRDs, 75
managers, behavioral biases, 228
Fixed-income rebalance, index provider
delay, 360-361
Fixed-income securities
defining, 84
transaction cost (t-cost), 191
Fixed-income securities, market-state
dependence, 19
Fixed time constraints, impact, 180
Forecast horizon, 85
Foreclosure rates, 329
Foreign exchange (FX) exposures, 230
Forward Market Model, 43-44
Founding myth, 344
Full tear up, usage, 308
Fund-by-fund basis, 211
Funding liquidity risk, 366
Fund liquidity risk
framework, 166
management, 163-164
framework, 166e
Fund managers, stress test, 365

G20 recommended reforms, 304
Gamma

delta, contrast, 46e

usage, 46

vega, split point, 46-47
Geopolitical risks

analysis (BlackRock framework), 149

events, investor time horizon

(disconnect), 159

framework, goal, 156

history, 147t

identification, 149
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likelihood, assessment, 155
market impacts, assessment, 149
quantification/pricing framework, 145
Geopolitical situations, change/hurdles, 159
Geopolitics, evolution, 158
Global equities, exposure, 157¢
Global Financial Crisis (GFC) (2008), 98,
125, 152,283, 293, 301-302, 351
financial reforms, 361-362
post-GFC mutual fund reforms, impact,
359-360
principles, 352-353
Global market risk, measures, 332
Global risk sentiment, 147-148
Global trade scenario, rationales, 149-153
Global trade tensions, 157
insights, application, 150-153
likelihood score, elevation, 155
pricing, 154e
risk, 157
scenario, impact (estimates), 154
Governance, 310
Government National Mortgage Association
(GNMA/Ginnie Mae) MBS, 30
Granger, Clive, 83
Great Depression, 347
Greeks
fixed-income analogs, 12
terms, 46
Greek sovereign debt crisis, 87
Group-level decomposition, 117
Groupthink, 226, 236
Growth mind-set, cultivation, 241
GSCI Commodity market, 81

Half-life, 86-87
impact, 87e
yields, 95
Hedge funds, prices (artificial
smoothing), 89
Hedges, 186e
definition, 183
mathematical formulation, 190-201
optimization, 191
Hedging
considerations, 186
constrained portfolio optimization,
189-190

efficiency, 192
generalized approach, 189-207
optimization problem, 191
Herfindahl index, inverse, 121
Heuristics, necessity, 349
High-coupon mortgages, increase, 336
High quality liquid asset status, 362
High yield (HY)
block diversification, 115-116
capped/uncapped trade volumes, 173e
index (indices), 118
risk time-series, 118e
market, relationships, 167
trading volumes, 287¢
High-yield bond flows, 360e
High-yield bond funds, outflows
(average), 354
High-yield skewed-t, normal distribution
(contrast), 120e
Historical data
exponential decay weighting scheme, 85
weighting, 86-88
Historical IR, availability, 222
Historical portfolio returns,
alpha-percentile, 96
Historical redemption-at-risk (HRaR)
approach, 177
Historical steepeners/flatteners, 73
Historical time series, 33
Historical VaR (HVaR), 94-96, 97¢
boundary, 96
estimates, construction, 96
forecast, expression, 98
problem, 98
Holding condition, number
(maximum), 194
Ho-Lee interest rate model, 60
Horizon-based objectives, 212
Horizon date, fair value, 53
Horizon rate of return (HROR), 12
framework, 52-53, 79
scenario analysis, 54t-56t, 57
Horizon specification, 53
Hot thinking, 239
Housing and Economic Recovery Act, 336
Hull-White interest rate model, 60
Human capital, acquisition
(investment), 337
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Idiosyncratic components, 252
Idiosyncratic diversification, map, 120-121
Idiosyncratic flows, 178
Idiosyncratic returns, 101
Idiosyncratic risk, 254
estimation, 119-122
Idiosyncratic score, 121
Idiosyncratic tail risk multiplier
(ITRM), 119
defining/computation, 121-122
IG+HY dealer positioning, market size
(contrast), 280e
Implementation shortfall, defining, 175-176
Implied duration, 33-34
Implied forward rates, difference, 39¢
Implied shocks, usage, 137
Implied stress-testing framework, 127-134
Incremental Contribution to Risk (ICTR),
104-10S5
SAR, comparison, 106
Independence, blindness, 237
Independent risk management
organizations, 345-347
Index-based ecosystem, development,
285-288
Index exposures, 289-290
Index performance metrics, 265
Index providers, fixed-income rebalance
delay, 360-361
Index replication methodologies, 197
Indices, recommendations, 364
Inflation (macroeconomic factor), 214
Information ratio (IR), 224
Information set, reliance, 5
Institutional buy-in, requirement, 341-342
Institutional interests,
alignment/management, 342-345
Instruments valuation, alternative
approaches, 19-20
Interbank lending rates, 59
Interbank offered rates (IBORs), 293, 295
Inter-broker pricing screens, 304
Interdependent key rates, uncorrelated
principal components (contrast), 66e
Interest rate
changes, price dependencies
(examples), 13e
changes, term (defining), 33

change, term (redefining), 21
exposure, measurement
analytical approaches, 12-30
empirical approaches, 30-34
level, changes, 34
models, 60
optionality, trading, 45
parallel movement, 78
process, Monte Carlo simulation
(analysis), 52
scenario analysis, 14, 26-30
report, 28t-29t
usage, 60
scenarios, hedging, 213
Interest rates (fixed-income hedge
instrument), 185
Interest rate shocks, 77e
construction, 37
probability distributions, 75-79
thresholds, excess, 57t
unit length, 79
Internal dissonance, absence, 343
International Organization of Securities
Commissions (IOSCO), 352
In-the-money (ITM) option, 43
In-the-money (ITM) price, 46
Intrinsic value, price (contrast), 317-319
Investment
implications, 289-290
risk management, pursuit, 268-270
Investment Grade (IG) capped/uncapped
trade volumes, 173e
Investment-grade corporate bond market
turnover, 280f
Investment-Grade (IG) corporate ETFs,
trading volumes, 287¢
Investment Grade (IG) credit, 120
Investment grade credit selection,
endowment effect, 234e
Investment Grade (IG) ETF price, NAV
(divergence), 358e
Investment management approach
(BlackRock), 6-7
Investment process, 235-241
behavioral aspects, evaluation
(framework), 235t
evaluation, framework, 228
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Investment Risk Management Paradigm
(IRMP), 3-4, 7-9, 127, 164
evolution, 268-270
ex ante risk measurement, 7—-8
performance analysis, 259
performance attribution, 9
pillars, presentation, 267
portfolio manager risk, 225
portfolio manager risk-return awareness,

8-9
portfolio volatility estimation, 83
return awareness, 225
risk governance, 8

relationship, 219, 223

Investor profile (fund attribute), 170

Investor time horizons, geopolitical risk
events (disconnect), 159

Issuer concentration, 274

Issuer risk-adjusted weights, 121

Issuer-specific credit risk, 48

Kahneman, Daniel, 238
Key rate duration (KRD), 34-40
interest rate shocks, construction, 37
measurements, 60
profiles, 35e
report, 41t—42t
Key rates, 36
changes
linear combinations, 67, 77
vector representation, 76
linear combination, 77

Large-scale portfolio analytics, 145
Latent liquidity, 174

fixed-income bond latent liquidity, 175e
Lehman Brothers, failure, 322
Level (principal component), 64
Likelihood, 129-130

measure, 130e
Linear swaps, 296¢
Liquidation, achievement, 179-180
Liquidity

access, 178

analytics, framework, 176

challenges, 358-359

crisis, 326

crunch, 319

deterioration, 299
importance, 316-326
limitations, 210, 323
management, 289
post-crisis liquidity, 279-281
sources, 319-321
stress testing, 170-171
Liquidity coverage ratio, purposes, 362
Liquidity optimization, 179e
modeling, 178-180
Liquidity risk
exposure, 325
factor, 324-326
funding, 323
management tools, 365
Liquidity risk management, 163
data modeling, importance, 166-168
elements, 164t
history, 164-166
Loan to Value (LTV), 43
elevation, 336
Local risk measures, dynamic nature, 25-26
London Interbank Offered Rate (LIBOR),
44,293
exposures, 295
shift, 295-297
transition, 293, 299
Long duration agency bond, 106
Longer-tenor options, 57
Long straddle payout, long strangle payout
(contrast), 45e
Long-term history, relevance, 61
Loss allocation, 309-310
Loss aversion, 229-230
Low-credit-quality borrowers,
refinancing, 336
Low Volatility Net Asset Value (LVNAV)
MMFs, 354
weekly liquidity levels, 359¢

Macaulay duration/convexity, 12-16
Machine-learning-based models, usage, 178
Macro bets, risk exposure, 232
Macroeconomic factors, 178

Macro exposures, analysis, 228
Macroprudential controls, 366-367

Macro regime, defining, 135

Mahalanobis Distance (MD), 126
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Mandatory constraints, 193
Marginal Contribution to Risk (MCTR),
105-106, 105e, 113
Margin haircutting, 307
MarketAxess
open trading volumes, 285¢
trading venue, 283
US corporate trading volumes,
TRACE corporate cash volumes
percentage, 284e
Market constraints, 184
Market dislocations, occurrence, 321
Market-Driven Scenario (MDS), 149
analysis, 27
construction, 134-135
creation, 136-137
defining, goal, 142
framework, 126, 127-128
modeling, 137
Market-Driven Scenario, example,
136-142
Market-Driven Scenarios, 125
Market efficiency, 321
Market event, defining, 135
Market impact, decomposition, 9
Market-neutral quantitative equity
strategies, 326
Market participants
CCPs, strengthening, 308-310
liquidity risk exposure, 325
rate, 169
Market risk, 184
appetite, increase, 332
changes, 332-335
increase, 178
level/composition, change, 333
models, 190-191, 349
nature, change, 336-337
premium, 20
Market Risk Advisory Committee
(MRAC), 299
Market sector capacity, 180
Market size, IG+HY dealer positioning
(contrast), 280e
Market-specific constraints,
52-53
Market stress, correlation spikes, 81
Market structure, evolution, 283e

Market value Brinson attribution, 245e, 247
beta-adjusted attribution, comparison,
250-252
Market-value factor-based attribution, 257t
Market wide circuit breaker (MWCB)
rules, 364
Markowitz, Harry, 81
Matching dollar durations, 188
Matrix notation, usage, 68
Mean-squared error (MSE), 91
Mean-squared error (MSQE), 88
Mean variance, 207, 315-316
Mean variance analysis, 81
Mean variance framework, 210-211
Meritocracy, 344
Microeconomic incentives, 344
Minimum trade/holding size condition, 194
Misspecification, omitted covariation
(relationship), 92
Models of cost, 190-191
Modified duration/convexity, 12-16
Money, importance, 20
Money market funds (MMFs), 352, 354
reform, benefits, 359
usage, 363-364
weekly liquid asset requirement,
decoupling, 365
Money Market Investor funding Facility
(MMIFF), 316
Money Market Mutual Fund Liquidity
(MMLE), 362
Monte Carlo valuation engines, 321
Monte Carlo VaR, 94, 98
Mortgage-backed securities (MBS), price
sensitivity (estimation), 30
Mortgage-related risks, measurement,
50-52
Mortgage/Treasury basis (MTB) duration,
51-52
Motivation, source, 342
Multi-asset portfolio
daily returns, 82e
time series, 82e
exposure, 81
losses, 157
risk estimates, half-life (impact), 87e
Multicollinearity, 135
Multifactor risk models, 190-191



Index

401

Multi-fund portfolio construction, risk
management (relationship), 211
Multi-fund rebalancing, 210
Multi-period optimization (MPO), 211-212
Multi-period portfolio construction, risk
management (relationship), 211-212
Multi-period scenario analysis, usage, 158
Multiple risk scans, application, 220
Multivariate normal distribution, zero mean
(usage), 60
Municipal Liquidity Facility, operation,
354-355
Mutual funds, 353e
liquidity facilities, providing, 367

Natural intelligence, leveraging, 270

Negative carry, 53

Negatively skewed idiosyncratic
returns, 101

Net Asset Value (NAV), 282, 357-358
investment grade ETF price,

divergence, 358e

Network configurations, 238

Neural network approaches, 177

New Century, loan quality measurement,
329-330

Newey-West estimation, 90-91

Nominal spreads, usage, 47

Non-Bank Financial Intermediation (NBFI),
366-367

Noncallable Treasury security, duration
drift, 26

Nonpolicy factor shocks, generation,
136, 140

Observations, weighting, 61

Observation window, 85

Offers Wanted in Competition (OWIC), 286

Office of Thrift Supervision (OTS), WaMu
seizure, 346

Official Sector Intervention, 353-355

Official Sector Programs,
announcement, 355e

Oil price shocks, 146, 148

On-the-run (OTR) Treasury (TSY) security,
purchase decision, 34

Opacity, impact, 321-322

OPEC embargo, impact, 148

Open-end mutual funds, risks
(management), 178
Open-end real estate funds, suspension, 360
Operational resilience, 361
Optimal risk-controlled trading strategy,
establishment, 212
Optimal risk hedges, mathematical
formulation, 190-201
Optimization, 193
goals, relative importance, 190
Optimized risk management strategies,
201-207
Option-adjusted convexity (OAC), 22,
198-199
locality, measurement, 25
term, usage, 24
Option-adjusted duration (OAD), 19-24
locality, measurement, 25
term, usage, 24
usage, 60
Option-adjusted framework, 19-24
Option-adjusted methodology, 19
Option-adjusted spread (OAS), 19-24, 177
active OAS return, 233
curves, 31e
durations, 190
tracking, 239
usage, 48
Option-adjusted value (OAV), 19-24,
188,212
computation, 20
determination, 20
hedging targets, 213
Optional constraints, 193, 194
Option valuation models, specification, 19
Ordinary least squares (OLS) regression,
176
Orthogonality assumption, 85
Outflow risk, management, 170
Out-of-the-money (ITM) option, 43
Overlapped covariance matrix,
computation, 90
Overlapping covariance matrix, 90
Overnight Index Swaps (OISs) curve
hedges, 185
Overnight Index Swaps (OISs), usage,
297-298, 303
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Over-the-counter (OTC) derivatives,
302-303
contracts, 301
transparency, improvement, 356
Over-the-counter (OTC) instruments, trade
(unwillingness), 360
Over-the-counter (OTC) interest rate swaps,
customization, 303
Over-the-counter (OTC) markets
asset managers, price taker role, 164-165
standardization/transparency, absence, 89
Over-the-counter (OTC) trading,
facilitation, 282

Pandemic Emergency Purchase Programme
(PEPP) data, 355
Parallel shock size, effect, 23t
Parallel spot curve shock, standard
deviation, 79, 79
Parametric hedging techniques, 187-189
Parametric risk measures, 32t
Parametric VaR, 94
estimation methods, 85
Partial duration formula, usage, 43
Partial duration, matching, 188-189
Partial tear up, usage, 308
Path-dependent instruments, OAV
computation, 19-20
Peer percentile, 261
weighted peer percentile, 262
Percentile, denotation, 96
Performance analysis, 7, 9, 259, 267
Performance attribution, 7, 9, 243, 250, 267
approach, determination, 243-244
Performance governance, 260
Performance metrics, 260-266
Perturbation vector, 127
Plausibility ruler, usage, 139
Point-in-time block decomposition, 117
Policy factor shocks, 136
Policy variables, 126, 135-136
shock sizes, calibration, 136
Portfolio
attributes, multivariate distributions
distance (minimization), 198
bets, performance (consistency
relationship), 9
Brinson attribution, usage, 246e

construction, future, 290
diversification, 102, 119
duration comparison report, 17t-18t
engineering, 290
holdings, 192
horizon rate of return (HROR) scenario
analysis, 54t-55t
implications, 295
interest rate scenario analysis, 28t-29t
key rate duration report, 41t—42t
liquidation, optimization (usage),
178-180
optimization
advanced portfolio optimization,
207-215
techniques/approach, 183, 195
performance, benchmark/peers
(relationship), 260-261
returns (analysis), performance attribution
(usage), 250
risk-and-return drivers, 103
security weights, N-vector, 85
stress test P&L, generation, 136
total beta, 247
trading, fixed-income ETFs (relationship),
286-288
transactions, 289
volatility, 83-85
weights, 246e, 252
Portfolio-level decomposition, 117
Portfolio management
benchmark, relationship, 196-199
decisions, market impact
(decomposition), 9
implications, 289-290
option usage, 43-47
Portfolio manager
risk, 225
risk-return awareness, 7, 8, 267
style, performance (consistency
relationship), 9
Portfolio risk, 214t
decomposition measures, 107e
estimation/decomposition, 81
estimation use cases, modeling
priorities, 92t
expression, factor terms, 109e
forecasts, estimation choices, 93t
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formulation, 112
management, single fund/single period,
210-213
managers, partnership, 226-227
recovery, 109
Portfolio Risk Oversight Committee
(RPOC), 8, 223-224
Portfolio-specific constraints, 52-53
Portfolio trade, example, 287¢
Positive duration drift, 25-26
Post-crisis liquidity, 279-280
Post-financial crisis, market participants
(approaches), 166
Post Global Financial Crisis banking
system, 362
Post Global Financial Crisis mutual fund
reforms, impact, 359-360
Pre-credit crisis AAA ratings, 331e
Prepayment
duration, 50-51, 190
risk, increase, 336
shock, 50
Pre-specified risk aversion, 193
Prices
artificial smoothing, 89
calculation, interest rate scenario analysis
(usage), 60
dependencies, examples, 13e
historical time series, 32
intrinsic value, contrast, 317-319
sensitivity
KRD measurement, 60
OAD estimates, 60
Price sensitivity, measurement, 48
Primary Market Corporate Credit Facility,
operation, 354
Principal component analysis (PCA), 65-69
spot curve movements, relationship,
70t-71t
theory/applications, 61-73
Principal components. See also First
principal component
composite variables, 64
factor loadings, 69
optimization procedure, modification, 77
orthogonal coordinate system, 76
realizations, 76

Principles for Financial Market
Infrastructure Disclosure Framework
(PFMIs), 309

Principles of Sound Liquidity Risk
Management and Supervision, 319

Probability, 129-130
distributions, 59-61

Profit and loss (P&L) quantification, 125

Proprietary trading firms (PTFs), market
retreat, 353-354

Prospect theory value function, 229, 229¢

Public-Private Investment Partnership
(PPIP), 316

Public Quantitative Disclosure Standards
for Central Counterparties (PQDs), 309

Quant crisis, generation, 326
Quantitative Easing, 136
Quantitative equity funds, exposure, 326

Rational economic behavior, assumption,
183-184
Real rates (macroeconomic factors), 214
Real-time bond pricing, quality, 282
Rebalancing costs, 188
Redeemable multi-fund holder collective,
cash raising (risk), 163
Redemption-at-risk modeling, 177-178
Redemption risk, 169-170
Redemptions, management, 170
Redemption waterfall, elements, 170t
Reference dependence, 230
Relative value alpha, search, 45
Return, quantitative measures
(availability), 184
Returns, generation, 233
Right-to-receive swaption, HROR scenario
analysis, 56t
Risk and Performance Targets (RPT),
219,221
example, 223e
framework, 221-223, 223e¢
governance, 223-224
zones, 221-222
Risk appetite index components, 333e
Risk avoidance, risk management
(contrast), 350
Risk-aware portfolios, building, 226
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Risk contribution
change, 116
separation, 116
Risk decomposition, 103
approaches
alternatives, 104-108
comparison, 106, 108
CTR, usage, 108-116
measures, 107e
summary, 119
time, analysis, 116-119
Risk factor shocks, 130
Risk-free rates (RFRs), 293
Risk governance, 7, 8, 219, 267, 270
framework (implementation), Aladdin
(usage), 271
support, technology (usage), 270-271
Risk management, 288
approach (BlackRock), 6-7
bottom-up risk management, 348-349
coordination, 297-298
culture, propagation, 4-5
elements, 4-6
ex ante risk management, 7-8
impact, 297-298, 333-335
implications, 289-290, 295
institutional buy-in requirement, 341-342
lessons, remembering, 315
multi-fund portfolio construction,
relationship, 211
multi-period portfolio construction,
relationship, 211-212
organizational structure, 346-347
paradigm, evolution, 267
parametric approaches, 11
portfolio optimization techniques,
usage, 183
risk avoidance, contrast, 350
risk measurement, contrast, 183-185
scenario optimization, usage,
212-213
top-down risk management, 348
Risk managers
independence, 226
investment teams, interaction, 237
models, creation, 349-350
natural intelligence, systematization, 270
portfolio, partnership, 226-227

Risk models, vigilance, 349-350
Risk-off scenario, 131
probability, changes, 132e
Risk-off sentiment, 137
“Risk Principles for Asset Managers”
report, 341
Risk & Quantitative Analysis (RQA), 271
Risk Radar, 271-276
Risk reduction, explicit goal, 190
Risk-return awareness, 225
Risk-return profiles, variation, 263
Risk-return trade off, 345
Risk Ruler, 129¢, 133
Risks
allocation, 215e
budgeting, 208-210
interpretation/constraints, 208
solution, 207
concentration, 214, 214t
constraints, 180, 345-346
contributions, 208
diversification, 226
exceptions, 220
reporting/audit, 274
hedging, 43
isolation, hedges (application), 186e
knowledge, 5
measurement, risk management (contrast),
183-185
measures, 5—6, 184
mitigation strategies/techniques, 201,
306-308
parity, 208-210
solution, 207
penalty strength, variation, 193
quantitative measures, availability, 184
replication, 44
transaction cost, trade off, 193¢
zones, 221-222
ranges, example, 222e
Risk scan framework, 219-221
Risk scans, risk exceptions generation, 220
Risk scan standard framework, 219-221
Risk takers, risk manager thinking
(approach), 345
Risk taking, assessment, 225-226
Risk time-series (HY index), 118e
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Sampling error, 87
Scenario analysis, 125-126
Scenario construction, approach, 125
Scenario likelihood, 218-219
Scenario optimization, usage, 212-213
Scenario plausibility, robustness, 134e
Scenario probability, size, 135
Scenarios
definition, 134-136
development, 134-136
impact, 135
Scenario Z-scores, 130e
decomposition, 131-133, 143
delta, 138, 140
empirical distribution, 131e
historical distributions, 131
risk ruler, 129e
usage, 128
Scientific active equity portfolios, 222-223
Second order conic programming
(SOCP), 210
Sector contributions, 109e
Sector-level contribution, calculation, 109
Sector-level flows, 178
Secured Overnight Financing Rate
(SOFR), 43, 59
3M LIBOR, contrast, 297¢
shift, 295-297
Securities
duration drifts, interest rate
environments, 27t
holding, horizon specification, 53
KRDs, 75
return, breakdown, 254t
risk attributes, 348
structure, terms/conditions (obtaining), 19
thin trading, 89
Securities and Exchange Commission (SEC),
Fixed Income Market Advisory
Committee, 366
Securitization process, 327
Securitized assets, issuance (growth), 327e
Securitized products, investment, 326-331
Security-level ADV model, 173
Security-level contributions, 114
Security-level contributions/aggregations,
108-109

Security-level X-sigma-rho
decomposition, 114e
Security similarity model, 176
Security-specific credit risk, 47
Security-specific linear/market impact, 192
Self-imposed speed bumps, 238
Shared common bonus pools, 343
Sharpe ratio, 315
Shock sizes, calibration, 136
Shock waves, 148e
Short-term European options, OAVs
(usage), 20
Short-term markets, 354, 356, 361-363
focus, 363
Short-term redemptions, increase, 166
Short-term Risk Appetite Index (3-month
horizon), 334e
Skew
addition, 47e
degree, 101
direction, 102
Skewed asset return, 94
Skewed-# distribution parameters, 119
Skewness, 81
“Skin in the game” data, 309
Soft Brexit, 136-137
perturbation vector, 141e
P&L, 142e
scenario policy
shocks, identification, 137-142
variable selection, 138e
scenario Z-score, 140e
Special purpose acquisition companies
(SPACs), 317
Speed bumps (investment process0, 238
Spot curves
discretization, 59
movements, principal components
analysis, 70t=71t
sensitivities, measurement, 40
Spot rates, correlations/volatilities, 61t, 62t
Spread, defining, 48
Spread directionality, absence, 24
Spread duration, 48-49, 190
computation, 48
Spread Parent Leg Durations, 297¢
Standalone risk (SAR), 104, 106, 113
ICTR, comparison, 106
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Standard deviation, 315-316
Standard duration formula, 50
Steepness (principal component), 64
Strategic asset allocation, 289
Stratified sampling heuristic algorithm, 197
Stratified sampling results, 198
Stress exposure, control (benefit), 200
Stress scenarios, 87-88
hedging, 199-201
Stress testing, approaches, 201
Stress tests, 125-126, 156e, 226
loss reduction, 207¢
risk model, 200-201
usage, 323
Structural constraints, 193
Student ¢-distribution, 128
Supply-and-demand factors, 48
Surowiecki, James, 126, 236
Survivorship bias, 262
Swap Execution Facilities (SEFs), 301-302
execution, 304e
rise, 301, 304
Swaptions, 45
market, 303
right-to-receive swaption, HROR scenario
analysis, 56t
USD swaption implied volume
surface, 47e
Swensen, David, 320
Systematic risk factors
changes
population mean, 60
variance/covariance matrix, 64
price sensitivity measurement, 48
probability distributions, 59-61, 184
Systematic Tail Risk Multiplier (STRM),
97-98, 119
Systemic events, certification (problems),
331-332
System II thinking, 239-241

Tactical asset allocation, 289
Tail risk
capture, 81
measures, 189
Task detail, example, 273e
Technology-enabled investment risk
oversight, 274-276

Technology, usage, 270-271
Temporary Liquidity Guarantee Program
(TLGP), 316
Term Asset-backed Securities Loan Facility
(TALF), 316
Term Securities Lending Facility (TSLF), 316
Term structure of volatility (TSOV), 43, 61
first principal component, relationship,
69-73, 72¢
Theta, usage, 46
Thinking Fast and Slow (Kahneman), 238
Third-party information providers, 331
Third-party pricing, 318
Time
cumulative probability function, 57t
impact, measurement, 52-57
Time horizons, hedging, 208
Time-to-liquidation, estimates, 174
Time-varying clustering volatility, 81
Time-weighted metric, 264
To-be-announced (TBA) MBS, 32
Top-decile most-traded bonds, share, 281e
Top-down risk management, 348
Total Return Swaps (TRSs), 282, 288, 290
Total variability, 66, 68
percentage, 66, 77
“Tough legacy” exposures, 295
“Tough legacy” securities, 299
“Tower of Babel” (maintenance), 337
Trade notional amount, 175
Trade protectionism, increase, 152
Trade Reporting and Compliance Engine
(TRACE)
IG+HY trading volumes, 283
improvement/reporting methodology, 364
transaction data, 167, 171
Trade restrictions/size restrictions, 194
Trade round-lot condition, 194
Trades
CCP role, 306e
condition, number (maximum), 194
Trade tensions
assets, reaction, 158e
impact, 146
Tradeweb
global electronic average daily trading
volumes, 284e
trading venue, 283
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Trading

size, support, 169

volumes, modeling, 173-174
Trajectory-based objectives, 212
Transaction costs (T-costs), 169, 191

composition, 192

end t-cost figures, noise (addition), 176

market impact component, 210

modeling, 175-176

presence, 196-197

risk, trade-off, 193e
Transaction data availability,

improvement, 168t
Transparency, 288, 344

absence, 171

enhancement, 301

improvement, 356
Treasuries, transparency, 363
Tree-based approaches, 177
Triangular shock

implied forward rates, 39

wave shocks, difference, 37e-38e
True positives, 274
Two-way flows, requirement, 323

UCITS corporate bond ETFs, dollar
level, 354

Uncorrelated principal components
interdependent key rates, contrast, 66e
set, 68

Uniform Mortgage Backed Securities
(UMBS), 30

Unit-length solutions, 67

Unit-length vectors, 68

Universe restrictions, trading, 194

US Credit Downgrade, 138

US fixed-income ETF average daily volume
(ADV), 285e, 286e

US Futures Commission Merchant (FCM)
required customer funds, 357¢

US high-yield bond ETF, Cboe volatility
index (contrast), 358e

US high-yield bond market turnover, 280e

US high-yield/investment-grade corporate
bond market turnover, 165e

US+HY markets, average trade size, 281e

US investment-grade (IG) corporate bond
markets, TRACE transaction data, 167

US investment-grade (IG) trading
volumes, 167f

US Open-End 40 Act Retail Funds, 170

US OTR TSY spot curve (level/slope),
changes (relationship), 74e

US retail funds, redemption
waterfall, 170

US Treasury Curve, historical
steepeners/flatteners, 75

US Treasury (UST) market, liquidity
challenges, 358-359

US TSY spot curve (level/slope), changes
(relationship), 74e

Valuation, 288
Valuation model
inaccuracies, 48
usage, 78
Value at Risk (VaR), 81
computation, 92, 99
estimation
approaches, 94-98
summary, 102
ITRM, diversification levels
(differences), 121e
methodology, 93-102
ratio, 119
tail risk measures, 189
Variables, joint volatility, 67
Variation margin (VM), 306
payments, 308
Vega, usage, 46
Verifiable predictions, 238
Volatility, 214t
conditions, re-scaling, 99
contribution to risk decomposition,
113-114
duration, 40-43, 190
points, purchase/sale, 45
responsiveness, enhancement, 88
skew, 24, 47
z-score, 132-133
Volatility-related risks,
measurement/management,
40-47
Volatility-scaled HVaR, 96
Volatility sensitive exposures, 46



408

INDEX

Washington Mutual, Inc. (WaMu), OTS
seizure, 346
Watergate scandal, 148
Wave shock implied forward rates, 39¢
Wave shocks, triangular chocks (difference),
37e-38e
Week-over-week (WoW) changes, 220
Weight allocation, 215e
Weight concentration, 214
Weighted peer percentile, 262
strengths/weaknesses, 262-263
Weighting schemes, alternatives,
87-88
Wisdom of Crowds (Surowiecki), 126
Work-from-home (WFH) pivot, 361
Worst-case outcomes, series
(modeling), 158
Worst-case redemptions, measure, 177
Worst-case scenario, representation, 171

X-Sigma-Rho, 113
decomposition, 114e

Yale Endowment Asset Allocation,
320e, 321
Yield curves
dynamics
impact, 63
modeling, 59
estimation/parametrization, 19
exposures, measurement, 34—40
movements
description, 65
space, 78
n-dimensional movement system, 66
shocks, 64
term, spot curve term
(interchangeability), 59
Yields
enhancement, 45
historical time series, 32
Yield-to-maturity, 12
usage, 32

Z-scores, 129-130
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